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A B S T R A C T

Little is known about the mechanism of transport that enables age-0 sablefish (Anoplopoma fimbria) to reach
suitable nursery sites from spawning locations far offshore, or the strength of the connection between individual
spawning sites and nursery areas, or how variability in the strength of these connections may impact recruitment
success. Using a model for the early life stages of sablefish, we explored the variability in connectivity between
spawning and recruitment sites that can arise solely from interannual variability in environmental forcing and its
impact on transport. Our major findings are that 1) the model indicates young sablefish settling in nursery areas
in the Gulf of Alaska were most likely spawned in the eastern Gulf; 2) sablefish spawned in the western Gulf of
Alaska are unlikely to settle anywhere in the Gulf, and are more likely to be advected farther west, perhaps to
settle in the Aleutian islands or Bering Sea (to contribute to the Alaska population, they would have to undergo
an active return migration as they mature); 3) total connectivity between all spawning sites and nursery areas
showed stronger correlation with recruitment estimates than the strength of connections to or from specific
regions; and 4) transport to St. John Baptist Bay, a known sablefish nursery area, was not the most probable end
point for sablefish spawned throughout our Gulf of Alaska model domain. This suggests that young individuals
arrive at this persistent nursery area due to directional swimming behavior, highly localized spawning, or small-
scale currents not captured in the hydrographic model. The fact that no single correlate in our analysis had a
very strong relationship to sablefish recruitment indicates that recruitment variability arises from complex in-
teractions between the environment and the individual, and a possible disconnect in spatial scales between the
Gulf of Alaska sablefish IBM and the broader sablefish stock assessment, which includes both the GOA and the
Eastern Bering Sea, as well as possible contributions from Canadian stocks to the south. Our analyses determined
that although the timing and extent of this transport shows significant interannual variability, both the location
of likely sablefish spawning (source) areas and the comparative strength of connectivity between spawning and
nursery sites appear to be relatively consistent year-to-year.

1. Introduction

Because the recruitment of individuals to juvenile and adult marine
fish stocks is an important process driving population fluctuations,
understanding recruitment processes can inform sustainable fishery
management and ecosystem planning. In this context, “recruitment”
refers to the annual abundance of individuals entering a specific po-
pulation classification (e.g. age-2, or “fishable”). Unfortunately,

variability in recruitment is poorly understood for many populations,
though it is thought to be at least partially controlled by physical (i.e.
climate and transport) and biological (i.e. growth and predation) pro-
cesses affecting the survival of early life stages (eggs, larvae, juveniles).
Achieving an understanding of the factors affecting recruitment varia-
bility in the relatively productive Gulf of Alaska (GOA) region is made
more difficult by the complexity of the physical and biological systems.
Strong currents, complicated topography, and highly variable
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freshwater runoff contribute to a dynamic and complex physical
system, which in turn influences the entire ecosystem. The Gulf of
Alaska Integrated Ecosystem Research Program (GOAIERP, Dickson and
Baker, 2016) was designed to identify how environmental variability in
the region affects the recruitment of five commercially and ecologically
important groundfish species: Pacific cod (Gadus macrocephalus), wal-
leye pollock (Gadus chalcogramma), Pacific ocean perch (Sebastes
alutus), sablefish (Anaplopoma fimbria), and arrowtooth flounder
(Atheresthes stomias). The central hypothesis of the GOAIERP program
was that early life survival is the primary factor determining the year-
class strength of these species in the GOA. Success in navigating the
"gauntlet"—that is, the challenges these fish face during their first year
of life, as they attempt to travel from spawning areas to “settlement” in
young-of-the-year nursery sites—is key. This gauntlet may be impacted
by physical factors such as water temperature, substrate type, and the
strength and direction of currents, as well as biological factors such as
food availability and predator abundance.

To assess the impact of environmental variability in driving the
transport and success of early life stages from spawning to settlement,
in addition to a comprehensive field program, GOAIERP included a
modeling component that integrated a suite of oceanographic, lower
trophic level, and individual-based fish modeling tools. By providing a
broader spatial and temporal reference framework than it was possible
for the field program to achieve, the GOAIERP modeling effort aided in
the interpretation of observations, identification of knowledge gaps,
and evaluation of the relative importance of recruitment mechanisms.
This present study discusses the results of our individual-based sablefish
modeling study. Little is known about the mechanisms of transport that
enable age-0 sablefish to reach suitable nursery sites from spawning
locations far offshore, the strength of the connections between in-
dividual spawning sites and nursery areas, or how variability in the
strength of these connections may impact recruitment success. Using a
biophysical, individual-based model (IBM) for the early life stages of
sablefish, we addressed the variability in connectivity between
spawning and early juvenile nursery sites that can arise solely from
interannual variability in environmental forcing and its impacts on
transport.

Sablefish, more commonly known as black cod, have long been
considered a delicacy, and represent a highly valued commercial spe-
cies (Fissel et al., 2012; King et al., 2001). The sablefish fishery is lo-
cated around the North Pacific Rim – as far west as the Japanese coast,
up to Cape Navarin in the northern Bering Sea, throughout the Aleutian
Islands and the GOA, and as far south as Baja California (Hart, 1973;
Kodolov, 1968; Sasaki, 1985; Wolotira et al., 1993). Most of the catch
comes from Alaskan waters (Heifetz and Fujioka, 1991), with the lar-
gest concentrations of sablefish in the GOA found in the central and
eastern Gulf (Hanselman et al., 2014b; Table 3), corresponding with
their principal spawning grounds (Funk and Bracken, 1984). Adult sa-
blefish are semi-demersal and have been observed within 1m of the sea
floor (Krieger, 1997) in deep waters on the outer shelf and the con-
tinental slope, and in coastal fjords at depths of 200–1000m (Allen and
Smith, 1988; Kendall and Matarese, 1987; Mason et al., 1983;
McFarlane and Beamish, 1983), though most fish have been observed
between 300 and 700-m depths (Maloney and Sigler, 2008). Due to
their commercial value, sablefish populations have been the target of
fisheries since the end of the 19th century (McDevitt, 1986; Sasaki,
1985). In 2016 (the most recent data available), the sablefish ex-vessel
price of $4.95/lb was below its peak of $5.85/lb in 2011, but above the
$3.91/lb ten-year average (NMFS, 2016). As such, it remains one of the
most lucrative of Alaska fisheries, and even small changes to the annual
catch would result in significant changes to the total value of the catch.
Reliable estimation of year-class strength, a key component of the stock
assessment process, is hindered by limited knowledge of early life his-
tory stages, as well as the underlying environmental processes influ-
encing survival prior to recruitment to the fisheries (Shotwell et al.,
2014).

Age at 50% maturity is between 5 and 7 years for sablefish (Mason
et al., 1983; Head et al., 2014). After reaching maturity, sablefish move
into offshore areas over the continental slope where female sablefish
spawn pelagic eggs at depths of 300m or more (Mason et al., 1983;
Moser et al., 1994), with a majority of actively spawning females ac-
tually observed at depths greater than 800m (Hunter et al., 1989).
Sablefish are highly fecund, with an average-size spawning female
(65–75 cm) producing 180–280 thousand eggs annually, and larger
females (90–100 cm) producing up to one million eggs (King et al.,
2001). Sablefish release eggs in three to four batches (Hunter et al.,
1989; Kimura et al., 1998; Macewicz and Hunter, 1994) between Jan-
uary and May throughout their range, perhaps with an exception of
those above 55°N in the Bering Sea, where low temperatures may in-
hibit this process (OCSEAP, 1986). Otolith analysis suggests that in the
GOA the average spawning date is March 30 (Sigler et al., 2001),
though peak spawning occurs in February (Doyle and Mier, 2015;
Hanselman et al., 2014b). Mason et al. (1983) interpreted an absence of
eggs above 400–500m in later stages of development, coupled with a
preponderance of newly hatched larvae, as evidence of egg descent into
deeper waters prior to hatching at depth. Similarly, a study of sablefish
egg density suggests that, while eggs rise initially after spawning, they
then sink prior to, and during, hatch. Larvae do not exhibit spontaneous
movement until approximately twenty days after initial fertilization of
the egg (Alderdice et al., 1988), at which time they can actively swim
toward the surface and join the neuston. Young sablefish exhibit short
diel migrations (Sogard and Olla, 2001) as they continue to develop in
the upper water column. Young sablefish have been observed as far
offshore as 160 km in southeast Alaska (Wing and Kamikawa, 1995)
and 240 km in the Aleutians (Kendall and Matarese, 1987) but by the
end of the first summer, the young-of-the-year (YOY) have arrived in
the inshore environment, where they spend at least the winter and
following summer in coastal bays and inlets (Maloney and Sigler, 2008;
Mason et al., 1983; Rutecki and Varosi, 1997). Opportunistic surveys
performed in nearshore bays and inlets throughout southeast Alaska
suggest that YOY sablefish occur consistently in only a few locations
such as St. John Baptist Bay (Fig. 1, Rutecki and Varosi, 1997)—while
in cases of year-classes associated with high recruitment, age-1 juve-
niles are abundant at nursery sites throughout the continental shelf of
the GOA. It is thought that such a widespread presence over the shelf is
indicative of a strong year-class (Hanselman et al., 2014b). This sug-
gests that while YOY sablefish may utilize a variety of benthic habitats
in the nearshore, the specific features of a few locations may be unique
or especially beneficial to survival, and thus critical to maintaining a
base level of recruitment.

As sablefish do not exhibit spontaneous movement until almost
nineteen days after hatching (Alderdice et al., 1988), sablefish eggs and
young juveniles can be considered planktonic, with little ability to swim
against the current, and thus are likely dependent on the prevailing
circulation pattern for transport to suitable inshore nursery sites. In the
northern (> 59°N) GOA, circulation is predominantly east to west. The
Alaskan Stream is a westward flowing boundary current with flow rates
up to 80–100 cm s−1 along the continental shelf break (Reed, 1984). On
the shelf, within about 50 km of the coast, the Alaska Coastal Current is
a westward-flowing, buoyancy-driven current (Royer, 1998; Stabeno
et al., 2004), with maximum daily flow rate of 26–117 cm s−1 (Stabeno
et al., 1995). In the eastern GOA (< 140°W), the wide and variable
Alaska Current flows northward along the shelf break, while the Alaska
Coastal Current flows northward along the shelf. The narrowness of the
shelf in the eastern GOA results in strong interaction between the shelf-
break flow and the coastal current (Stabeno et al., 2016a, 2016b). Both
the shelf break currents and the coastal current can meander and shed
eddies, affecting the trajectories and mixing of water masses (Bailey
et al., 1997; Janout et al., 2009; Ladd and Stabeno, 2009; Ladd et al.,
2005; Okkonen, 2003). Storms generated by the Aleutian Low atmo-
spheric pressure system promote onshore advection of surface waters
(Cooney, 1986), and the coastal mountain range constrains these
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pressure systems resulting in elevated precipitation and runoff (Royer,
1982). Variation in the storms and runoff result in interannual varia-
bility in the strength of the circulation and onshore advection. It has
been speculated that success of YOY sablefish is related to advantageous
currents advecting young sablefish to suitable nursery sites, and to the
presence of sufficient food availability to support their rapid growth
(Kendall and Matarese, 1987; McFarlane and Beamish, 1992; Sigler
et al., 2001). Individuals that are not transported to suitable nursery
areas within the critical time frame presumably succumb to a lack of
food or shelter, and subsequently die (Coutré et al., 2015).

Sablefish recruitment appears to be characterized by long periods of
relatively low levels between very strong year-classes (Funk and
Bracken, 1984). In the annual assessment for sablefish stock in Alaska,
which treats sablefish in both the GOA and the eastern Bering Sea as a
single stock, recruitment is defined as the number of age-2 sablefish
entering the assessment model (Hanselman et al., 2014b). For a typical
marine fish stock, the two primary factors affecting recruitment are the
level of adult spawning and the ecological processes influencing egg-to-
recruit survival. For sablefish, the level of adult spawners seems to be a
secondary factor (Hanselman et al., 2014b), as spawning success ap-
pears to be highly dependent on favorable environmental conditions,
coincident with the availability of a spawning population size above
some unknown critical level (Funk and Bracken, 1984). Thus, it seems
likely that sablefish recruitment is driven primarily by ecosystem pro-
cesses. We therefore hypothesize that a critical window for sablefish
survival is bounded by egg/larval development in the offshore pelagic
zone and “settlement” in nearshore YOY nursery areas—such that re-
lative year-class strength is not substantially altered in the juvenile
migration to the adult slope habitat, approximately two to four years
later.

Early life stages of fish generally display weak swimming cap-
abilities, and Lagrangian, spatially-explicit IBMs that track individuals
in space and time have been established as a viable approach for ex-
ploring their transport (Bartsch et al., 1989; Hinckley et al., 1996;
Werner et al., 2001, 1993). The IBMs used in previous “connectivity”
studies have ranged from quite simple models with minimal behavior
(DeCelles et al., 2015; Takeshige et al., 2015) to relatively complex ones
including a full suite of bioenergetics (North et al., 2008; Parada et al.,
2016), each with a degree of complexity reflecting the data available
for a particular species and the research question of focus. The IBM
model we present here for sablefish considers life stages from egg to
newly-settled (YOY) juvenile, and can be considered of medium com-
plexity.

With our model-based approach, we specifically address the hy-
pothesis that ‘Recruitment variability of sablefish is primarily influenced by
variability in the proportion of young fish transported from offshore
spawning areas to nearshore nursery areas due to interannual differences in
the hydrography of the GOA.’ To address this hypothesis, we initially
assess the likely strength and variability in the connection between
potential sablefish spawning sites and nursery areas (connectivity), and
then develop model-based indices of connectivity, along with indices of
environmental variables that could impact young sablefish. Finally,
linear models were constructed to determine the amount of variability
in the stock assessment-based sablefish recruitment index that can be
attributed to variability in the connectivity/environmental indices.

2. Method

2.1. Model description

To explore sablefish connectivity throughout the GOA, a novel sa-
blefish IBM was coupled to a pre-existing Eulerian hydrodynamic model
of the region. The sablefish model was developed within the Dispersal
Model for Early Life Stages (DisMELS) framework (Stockhausen et al.,
this issue). DisMELS is a NOAA product developed at the Alaska Fish-
eries Science Center. This model simulates early life history

characteristics (e.g. spawning locations, larval behavior, and growth
rates) of individual ‘fish,’ and determines their interaction with the
environment and transport pathways based on predictions of environ-
mental forcing from physical estimates of circulation (i.e. tides and
currents) and scalar properties (i.e. temperature and salinity). The
DisMELS model has previously been applied to study movements of
early life stages of groundfish in the Bering Sea (Cooper et al., 2013)
and market squid in the western Pacific (Kim et al., 2015). Further
information on the DisMELS model can be found in Stockhausen et al.
(this volume). The Regional Ocean Modeling System (ROMS) that
provided the ocean circulation fields has been well documented else-
where (Haidvogel et al., 2008; Moore et al., 2004; Shchepetkin and
McWilliams, 2005), and so is not described here in further detail;
however, its specific application to the GOA is outlined below. The IBM
model was run for sixteen consecutive years, from 1996 to 2011, re-
presenting the longest time-period of output available from the com-
putationally-expensive high-resolution ROMS ocean circulation model.

2.2. Physical model

The physical environmental forcing used to drive the sablefish IBM
was derived from an implementation of ROMS for the GOA, with a
horizontal resolution of approximately 3 km with ~ 500×500 grid
points. Grid boundaries extend from the Shumagin Islands (162.74°W)
in the western Gulf to Prince of Wales Island in the eastern Gulf
(132.10°W), and from 46.66°N in the GOA basin up through Prince
William Sound (64.19°N, Fig. 1). Vertical resolution of the GOA hy-
drographic model varies with bottom depth, as the model uses a
stretched coordinate system with forty-two vertical layers. This ap-
proach ensures finer resolution in the upper water column to better
resolve physical features important to biology. The minimum depth of
the GOA model grid is 10m, and the thickness of the upper layer varies
from ~ 0.5m over the continental shelf to ~ 5–10m over the basin. Six-
hourly Climate Forecast System Reanalysis (CFSR, Saha et al., 2014)
atmospheric variables (wind velocities, air temperature, rainfall rate,
absolute humidity, and downward shortwave and longwave radiation)
were used to drive the model. The model receives boundary informa-
tion from a coarser ~ 11-km resolution ROMS model that extends over
the Northeast Pacific (Coyle et al., 2012). The application of ROMS to
the GOA, as well as the model's skill in resolving common features in
GOA circulation that can influence transport—such as currents, eddies,
meanders, and hydrographic fronts—have been presented previously
(Cheng et al., 2012; Coyle et al., 2013; Dobbins et al., 2009; Hermann
et al., 2016, 2009; Hinckley et al., 2009), and so are not repeated here.

2.3. IBM model

The sablefish IBM is relatively simple, reflecting the limited
knowledge we have for this species. The five life stages considered in-
clude fertilized eggs, yolk-sac larvae, feeding larvae, epi-pelagic juve-
niles, and ‘settled’ juveniles (Fig. 2). In the baseline model run, each life
stage has different constant growth rates, depth preferences, vertical
swimming speeds, minimum and maximum stage durations, and sizes
that must be reached before transitioning to the next stage. The baseline
value for each parameter used in the multi-year model simulations, and
the assumed parameter distribution (minimum, maximum, and modal
values) used in the sensitivity analysis, are shown in Table 1, along with
references used to support parameter selection. While baseline growth
rates are presently independent of the environment (e.g. they do not
depend on temperature or food availability) and are set to ensure that
all individuals would be able to reach an adequate size and transition to
the next life stage in the designated amount of time, this is not ne-
cessarily true for the parameter combinations that are generated from
the parameter sensitivity analysis (described below). The individuals in
the model are presumed unable to exhibit complex horizontal move-
ment behavior, but can control their vertical position in the water
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column. For each life stage, a “preferred” depth range and a mean
vertical swimming (up/down) speed was defined. Individuals outside
their preferred range undertook directed swimming (at a rate given by
its mean vertical swimming speed) until they returned to their preferred
depth range.

Daily averages for physical oceanographic fields from the GOA
ROMS model, low-pass filtered to eliminate tidal aliasing, were used to
drive the IBM simulations within the DISMELS framework. The IBM
used a sub-daily integration time-step of twenty minutes to improve the
accuracy of the Lagrangian tracking algorithm for movement, and to
better resolve biological processes such as diel vertical migration.

Transport of individuals was due to advection, as well as vertical
swimming or sinking. Within the DisMELS framework, locations of in-
dividuals on the ROMS grid were updated at each biological time step.
Specifically, the three-dimensional currents from the ROMS model
output were interpolated for each individual's location. Individual
movement rates due to swimming or sinking were then converted to
ROMS grid coordinates and added to the in-situ ROMS currents. A
fourth-order predictor-corrector algorithm was then used to perform a
Lagrangian integration, to determine the new location of the individual
at the end of the time step. While there are a few ways to validate IBMs,
including population genetics data, tagging, or frequent stage-specific

Fig. 1. Geographic model setting and analysis
regions in the Gulf of Alaska. Figure includes
the outer boundaries of the ROMS model do-
main, and the twelve alongshore zones and
assumed spawning region (500–2000m iso-
bath) used in the connectivity study. The
eastern offshore region used to calculate pri-
mary production index from the GOA-NPZ
model is also shown (solid black line). PWS
=Prince William Sound; PWI = Prince of
Wales Island; EBS =Eastern Bering Sea.

Fig. 2. Conceptual view (not to scale) of the sablefish individual-based-model, illustrating the life stages, assumed depth preferences, and rules determining pro-
gression from one life stage to the next. Movement from offshore spawning sites to inshore nursery sites is passive and dependent on advection. Inset figure shows a
late-stage sablefish larvae (SL 33mm) reproduced from Kendall and Matarese (1987). Black diamonds represent stage transition and associated rules for transition.
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targeted sampling throughout the model domain, none of these vali-
dation approaches is presently possible for our focal species, due to very
limited data availability. However, the modeling results presented here
could be incorporated into future sample design efforts to address this
lack.

2.3.1. Egg stage
Individual ‘sablefish’ were initialized in the model at the egg stage.

All eggs were assumed fertile, with the ability to develop to hatching
stage. Eggs were released at five release times (r) between February
15th and June 15th (Feb 20, Mar. 5, Mar. 20, Apr. 5, and Jun. 5,
Fig. 3a), corresponding to the window of time that sablefish eggs have
been observed in the GOA (Doyle and Mier, 2015). Although adult
sablefish have been found from ~ 300 to 800m depth (Hunter et al.,
1989; Mason et al., 1983; Moser et al., 1994) on the outer shelf and
upper slope in the North Pacific (Allen and Smith, 1988; McFarlane and
Beamish, 1983), and young sablefish have been observed up to more
than 150 km off of the Alaska coast (Moser et al., 1994; Wing and
Kamikawa, 1995), no precise information on the spawning locations of
sablefish in the GOA is currently available. As the level of spawning

biomass is not closely related to sablefish recruitment (Shotwell et al.,
2014), we simulated the release of egg particles over the entire con-
tinental shelf break, between the 500-m and 2000-m isobaths, with a
vertical resolution of 50m between 300 and 800-m depth (Figs. 1, 3b
For each release, individuals were initialized in a 5 km×5 km grid
within each alongshore spawning area. On each of the five release days,
25,476 individuals were released, for a total of 127,380 individuals per
annual simulation. The 5× 5 km horizontal spacing was selected fol-
lowing a sensitivity experiment that found this resolution produces
connectivity patterns analogous to those obtained from finer horizontal
spacing (see Section 3), at a fraction of the computational cost—thus
permitting a larger number of model experiments within the timeframe
of the project.

To reflect current understanding of vertical positioning of eggs in
the water column (Alderdice et al., 1988) following ‘spawning’ in the
model, the eggs adjust their vertical position to maintain a depth be-
tween 213 and 360m. Eggs are assumed to be 2mm in diameter when
first spawned with a growth rate of 0.28mm/day. The minimum time
required for eggs to develop and hatch into yolk-sac larvae is 11.25
days, and once a size of 5.35mm is reached, eggs are assumed hatched.

Table 1
Parameter values used in the sablefish IBM. The mode value was used in the baseline series of interannual runs for 1996–2011 and (unless an alternate number is
presented in brackets) in conjunction with the minimum and maximum values (range), to define triangular probability distributions used in the parameter sensitivity
analysis.

Param. Description Mode Range Units Source

Eggs (E)
Si Initial Size 2 1.8–2.2 mm [1]
gE Growth rate 0.28 0.097–0.294 mm/day This study. Estimated from [2]
zminE Min. depth 213 (300) 240–360 m [2,3,4,6]
zmaxE Max. depth 360 (600) 480–720 m [2,4,5,6]
vE Egg ascent rate 0.054 0.05–0.12 cm/s This study. Approximated from [2]
dminE Min. stage duration 11.25 11–12 days [2,4]
dmaxE Max. stage duration 27 27–39 days [2, 3]
tsE Min. size at hatching 5.35 4.7–6.0 mm [2, 3]
Yolk Sac Larvae (YSL)
gY Growth rate 0.26 0.14–0.38 mm/day Estimated – this study.
zminY Min. depth 500 (600) 500–800 m [2,4]
zmaxY Max. depth 1000 800–1000 m [2,4,6]
vY Vertical swim speed 0.143 0.078–29 cm/s This study. Estimated from [2]
dminY Min. stage duration 7 7.0–11.6 days [2]
dmaxY Max. stage duration 20 19–40 days [2, 4]
tsY Min. size stage transition 7 7–8 mm [2]
Feeding Larvae (FL)
gF Growth rate 0.48 0.4–1.0 mm/day Calculated from [3,7]
zdminF Min. day depth 0.25 0.0–0.5 m [4]
zdmaxF Max. day depth 0.75 0.5–1.0 m [4]
vF Vertical swim speed speed 0.029 0.017–0.058 cm/s Estimated from [4, Fig. 4.]
dminF Min. stage duration 30 27–33 days [17] Range is± 10%
dmaxF Max. stage duration 90 81–99 days [17] Range is± 10%
tsF Min. size at stage transition 35 31.5–38.5 mm [3] Range is± 10%
Epi-pelagic Juveniles (EPJ)
gP Growth rate 1.8 0.9–2.24 mm/day [3,8,9]
zdminP Min. depth 0.25 0.0–0.5 m [3,10]
zdmaxP Max. depth 0.75 0.5–1.0 m [3]
vP Vertical swim speed 10 0.1–30 cm/s Estimated from [11,12]
dminP Min. stage duration 11 9.9–12.1 days Estimated from [9]. Range is± 10%
dmaxP Max. stage duration 90 80–150 days Estimated from [9]. Range is± 10%
tsP Min. size at stage transition 150 60–200 mm [3,13,14]
Juveniles (J)
gJ Growth rate 1.47 0.90–2.24 mm/dayy [9,13]
zdminJ Min. day depth 2 1–2 m [12,15]
zdmaxJ Max. day depth 20 2–20 m Estimated from [12]
znminJ Min. night depth 1 0–1 m [12]
znmaxJ Max. night depth 10 1–10 m [12]
vJ Vertical swim speed 30 7.3–60 cm/s Estimated from [11]
dmaxJ Max. stage duration ∞ (90) 90–365 days Estimated. This study.
hs Settlement depth 23.6 18.6–58.9 m [16]

[1] Mason et al., 1983; [2] Alderdice et al., 1988; [3] Kendal and Matarese, 1987; [4] Mcfarlane and Beamish, 1992; [5] Moser et al., 1994; [6] McFarlane and
Nagata, 1988; [7] Sogard, 2011; [8] Shenker and Olla, 1986; [9] Boehlert and Yoklavich, 1985; [10] Doyle, 1992; [11] Ryer and Olla, 1997; [12] Sogard and Olla,
1998; [13] Sigler et al., 2001, [14] Shaw and McFariane, 1997; [15] Shenker, 1988, [16] Courtney and Rutecki, 2011; [17] This study: estimated from growth rate
and transition sizes.
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Eggs that fail to reach the minimum size required for transition to the
next life stage within the allotted timeframe (twenty-seven days) are
considered unsuccessful.

2.3.2. Yolk-sac larval stage
We assume that while yolk-sac larvae can regulate density to

maintain vertical position in the water column after sinking to a depth
of 500–1000m, this stage does not actively swim—reflecting the fact
that in the laboratory, newly hatched larvae did not exhibit sponta-
neous movement (Alderdice et al., 1988). Following a minimum of
seven days at this stage, the larvae are assumed to have used up their
yolk sac and will transition to feeding larvae, provided they have
reached a minimum size of 7mm. The growth rate for this stage is
0.26mm/day, and the maximum stage duration is set to twenty days.

2.3.3. Feeding larval stage
Larvae exhibit spontaneous movement at 455 h (~ 19 days) after

fertilization (Alderdice et al., 1988), at which time they can actively
swim toward the surface and join the neuston. In the model, we assume
that following the transition to the feeding larval stage, individuals
ascend rapidly in the water column until they reach the neuston, con-
sidered here to be the upper 1m. Larvae actively maintain their posi-
tion in the neuston through this life stage. Due to a lack of information
relating sablefish growth to consumption, explicit feeding and resource-
mediated growth by larvae is not represented in the IBM. Growth rate is
assumed to be 0.48mm/day. While there is no marked morphological
change between the larval and juvenile stages (Kendall and Matarese,
1987), larvae are considered ‘epi-pelagic juveniles’ once they have
reached total length of 35mm. Feeding larva that fail to reach this size
within the specified timeframe are considered unsuccessful.

2.3.4. Epi-pelagic juvenile stage
Epi-pelagic juveniles continue to maintain their position in the

neuston but grow at a much faster rate (1.8 mm/day) and have much

greater swimming speed (0.1 m/s) than the larval stages. Once in-
dividuals reach 150mm they are considered ‘Juveniles’ with the capa-
city to ‘settle’ in defined nursery areas.

2.3.5. Juvenile stage
Following the transition to the juvenile stage, individuals continue

to inhabit the upper water column but undertake diel vertical migra-
tions, moving higher in the water column at night (Courtney and
Rutecki, 2011; Sogard and Olla, 1998). The growth rate of individuals
at this stage decreases slightly, relative to the previous stage (1.47 mm/
day−1), while swimming speed increases relative to previous stages
(0.3 m s−1). While juvenile sablefish do not “settle” in the common
sense of the word (as they never fully transition from the pelagic en-
vironment to the benthic environment), acoustical tagging (Courtney
and Rutecki, 2011) indicates they actively maintain their position over
desirable habitats in shallow inshore bays. Throughout their study area
in Southeast Alaska, Courtney and Rutecki (2011) found average water
depth of age-0 juvenile sablefish to be 18.6m. In St. John Baptist Bay,
the average depth of tagged juvenile sablefish was 23.6m. Because the
minimum depth of the GOA model grid is 10m, shallow inshore bays
are not well resolved. We therefore used a deeper depth criterion
(23.6 m) to specify when juveniles that find themselves over shallow
water can transition to ‘settled juveniles,’ and when transport to a
nursery area is deemed successful. The exact timing of migration to the
bottom is unknown, but occurrence of individuals in bottom trawls
suggests that at least some settlement occurs at the end of the first
summer (Sogard and Olla, 1998). Here, we consider juveniles that fail
to reach a suitable nursery habitat before December 31 (the end of the
simulation) unsuccessful; this means that individuals spawned earlier in
the year had longer to reach suitable settlement habitats than those
spawned later in the year.

Fig. 3. a) Sablefish spawning dates and weighting applied
to results from connectivity analysis. Grey bars indicate
the five egg release times used in the
simulations—February 20, March 5, March 20, April 5,
and June 5. The weighting applied to results from each
simulation was computed using egg abundance clima-
tology (Doyle and Mier, 2015). Note that despite extensive
sampling in the second half of April and throughout May,
no eggs have been found during this time period. b)
Schematic to illustrate vertical distribution of egg release
depths over the continental shelf, c) Impact of spatial re-
solution on the probability of individuals released in
spawning zone 2 settling in each alongshore nursery; all
eggs in the spatial sensitivity analysis were released on
February 20, 2003.
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2.4. Analysis

To assess interannual variability in the transport of young sablefish
from offshore spawning to near-shore nursery areas, we used output
from the sablefish model simulations to calculate probability of trans-
port from a spawning area to a settlement area for each year. To
compare interannual differences in connectivity, we looked at “total
connectivity” (the probability of settlement integrated across all
spawning areas) and connectivity to/from specific alongshore areas. We
also used two different metrics—a structural similarity index (SSIM)
and an empirical orthogonal function (EOF) analysis—to compare
overall spatial patterns in connectivity. Annual indices from each of
these connectivity analyses, along with annual indices of physical
oceanographic variables and spring and summer primary production
(simulated by the ROMS-NPZ model), were correlated with indices of
annual (age-2) recruitment developed from the assessment model for
the Alaska sablefish stock (Hanselman et al., 2014b). Simple linear
models were constructed and analyzed to determine the percentage of
sablefish recruitment variability that the models could explain. To help
put some bounds on uncertainty in model estimates of annual con-
nectivity, as well as determine which model parameters are the most
sensitive, we conducted an in-depth sensitivity analysis of the sablefish
IBM.

2.4.1. Connectivity analysis
Information regarding the distribution of sablefish spawning stock is

largely lacking. Therefore, we have made the simple assumption that
sablefish spawning stock is uniformly distributed across all potential
spawning areas. This assumption allows us to focus on evaluating the
relative strength of connectivity from each large-scale (100 s of km)
potential spawning area to a number of similarly large-scale potential
nursery areas. To assess the connectivity between simulated spawning
and settlement sites throughout the GOA on a ~ 150-km horizontal
scale, we divided the entire GOA into twelve approximately equal areas
(Fig. 1), with the location of individuals at spawning assessed to de-
termine which of the twelve alongshore zones each individual occu-
pied. Similarly, the locations of individuals were assessed at the end of
the model run to determine within which, if any, of the alongshore
zones they settled.

For each model year (y), the strength of connectivity between the
spawning and recruitment sites was calculated as the proportion of
individuals released from a spawning area (s) that settled into a nursery
area (n). Egg abundance data (Doyle and Mier, 2015) indicate an
asymmetric triangular temporal distribution, with most eggs observed
in mid-February and tapering in abundance through June. These egg
abundance data were used to determine bi-weekly empirical propor-
tions, which were then used to weight (w, Fig. 3a) the connectivity
matrices C( n s, ) resulting from individual release time to derive an an-
nual mean connectivity matrix (C )n s, for each year,

∑= ∙
=

C y C r w( ) ( )n s
r

n s r,
1

5

,
(1)

Our annual connectivity matrices reflect the fraction of individuals
released in each spawning area that were successfully “recruited” to
each nursery area—independent of the size of the spawning stock in
any spawning area. To explore the interannual variability in con-
nectivity between spawning and nursery sites, we examined: 1) inter-
annual variability in “total connectivity” (CTOT), the sum of all prob-
abilities in the connectivity matrix for each year; 2) interannual
variability in connectivity from potential spawning areas through the
GOA to nursery area 3 (Cn3), which includes St. John Baptist Bay, a
known nursery area; and 3) the variability in connectivity from
spawning area 1 in the easternmost Gulf, postulated to be the principal
spawning grounds (Funk and Bracken, 1984), to any nursery site (Cs1).

For each of the indices of connectivity (CTOT, Cn3, Cs1), the annual

standardized anomaly was computed for comparison with the recruit-
ment index by:

=
−

x
x μ

σ
,s (2)

where x represents the annual index (i.e. CTOT), and µ and σ are the
mean and standard deviation of x for 1996–2011, respectively.

To provide a measure of central tendency, the overall median con-
nectivity for each cell in the matrix was computed from the annual
connectivity matrices:

= =M C ymedian( ( ))n s n s y, , 1996
2011

(3)

In addition, the overall temporal variability in connectivity was
estimated using the temporal median absolute deviation (Leys et al.,
2013) of the annual connectivity matrices:

= − ∙σMAD abs C y Mmedian ( ( ( ) )) 1.4826n s n s n s n s, , , , (4)

To determine the relation between changes in connectivity for each
pair of spawning and nursery areas, we employ multivariate empirical
orthogonal eigenfunction (EOF) analysis, a proven method for analysis
of data with complex spatial/temporal structures. EOF provides an ef-
ficient decomposition of a dataset into representative modes, by de-
termining empirically the eigenfunctions that best describe the in-
formation (Kaihatu et al., 1998). The EOF method describes the data in
terms of EOF eigen-modes, ordered by the percentage of the total var-
iance explained by each of the modes, which are statistically un-
correlated with one another. Through EOF analysis, we derived spatial
covariance across the series of annual mean connectivity matrices, for
each of the sixteen years simulated. This allowed us to examine the
covariance structure between spawning and nursery areas in the GOA
in space and time. This analysis resulted in a set of spatial patterns
(“modes”) and the associated set of Principal Component (PC) time-
series, the first and second of which we subsequently related to sable-
fish recruitment.

Mathematically, the EOF analysis operates as follows:

1) Calculate the “climatological” connectivity matrix from the series of
annual mean connectivity matrices, summarizing the connectivity
between each spawning (s)-nursery (n) area pair over P=16 years:

∑=
=

C n s C y( , ) ( )/Pyr n s
y 1996

2011

,

2) Subtract the climatological mean from each annual mean con-
nectivity matrix, to obtain the annual anomalies for connectivity
with zero mean:

= −C n s y C y C n s( , , ) ( ) ( , )anom n s yr,

3) Permute the matrix to re-order elements in Canom into array CM with
dimensions y × (n * s).

4) F =detrend CM to remove the time mean.
5) Calculate the covariance matrix of the anomalies:

R = F * F′
6) Use the eig MATLAB function to compute Eigenvalues of the tem-

poral covariance matrix R
[E,L] = eig(R)

7) Obtain Principal Components by projecting eigenvectors on original
data
PC =E′ * F

Cell-wise comparisons of the elements in a connectivity matrix may
not provide a good measure of how any one connectivity matrix is
different from another overall. As such, we used a structural similarity
index (SSIM) from the field of image analysis (Wang and Bovik, 2009)

G.A. Gibson et al. Deep-Sea Research Part II xxx (xxxx) xxx–xxx

7



to formalize ‘visual inspection’ of the entire connectivity matrix and
compare the overall ‘quality’ of an individual year's connectivity matrix
to the median connectivity matrix. SSIM is a compound measure of the
similarities of three elements—luminance (l), contrast (c) and struc-
tures (s)—between local image patches x and y. To apply SSIM to the
connectivity matrix, we first converted the probabilities that comprise
individual connectivity matrices to a measure of image brightness
(greyscale) by scaling between 0 (black) to 255 (white). The SSIM index
is computed locally (S(x,y)), within a sliding window that moves pixel-
by-pixel across the images, comparing equivalent patches (x and y) in
the two images (Eq. (5)):
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+ +
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1
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1

2
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2
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3 (5)

and

μx and μy are the local sample means of x and y,
σx and σy are the local sample standard deviations of x and y,
σxy is the sample cross correlation of x and y after removing their
means, and = ∙Lc (0.01 )1

2, = ∙Lc (0.03 )2
2, and =c c /23 2 are small

positive constants that stabilize each term and ensure that sample
means, variances, or correlations close to zero do not lead to nu-
merical instability, and L =255—the dynamic range of the image.

The local patch window was determined using a rotationally sym-
metric 2-d Gaussian low-pass filter with 3× 3 ‘pixels’ and a standard
deviation of 0.5. The relatively small filter window was chosen because
it enabled two images (connectivity matrices) that were similar, i.e. the
connectivity between spawning and nursery areas had been shifted only
slightly east or west, to be quantified as such. A simple direct com-
parison of each cell in the connectivity matrix (image pixel) without
filtering would underestimate the similarities in connectivity. The SSIM
score for the entire image is computed by averaging the images’ local

SSIM values, with a value from − 1, indicating the images are perfectly
negatively correlated, to 1, indicating that the images are identical.
Fig. 4 illustrates how the SSIM index I interprets differences between
connectivity matrices, by comparing a reference matrix consisting of
only numbers along one diagonal (Fig. 4a) to several perturbations of
this reference matrix.

2.4.2. Environmental indices
Annual environmental indices were derived from the ~ 3-km ROMS

hydrography model (salinity and temperature) used to drive the IBM,
and from the lower trophic level Nutrient-Phytoplankton-Zooplankton
model (primary production). Model estimates of primary production in
the GOA have been well validated (Coyle et al., 2012, 2013), and we
use this variable as a proxy for the secondary production (by zoo-
plankton) that young sablefish would consume. Because nursery
grounds from southeast Alaska to British Columbia are known to be
some of the most important for young sablefish (Rutecki and Varosi,
1997; Sasaki, 1985), we consider indices for the eastern (east of 147°W)
shelf region, extending from the shore to the 200-m isobath, and the
eastern offshore region, extending from the 200-m isobaths to 200 km
off the shelf break. The east/west division of the Gulf was based on the
finding by Mueter et al. (2016) that a significant break point in multiple
bio-physical variables—a natural dividing line between the eastern and
western GOA—is centered near 147–148°W. The indices in the offshore
region were developed for spring (April and May), as this is the time
period when young sablefish are most likely to be in this region. Indices
for the on-shelf region were developed for the summer (June-August),
as the importance of this region is thought to increase as sablefish
mature and move on to the shelf. Salinity and temperature indices were
for the upper 10m, while primary production was integrated over the
upper 30m of the water column. For 1997–2011, a cross-shelf velocity
index was developed from a coarser (~ 11 km) version of the ROMS
model previously run over the Northeast Pacific (Danielson et al.,
2011). Modeled velocities were interpolated to the locations of the 500-
m isobaths along the shelf break, and rotated to determine cross-shelf

Fig. 4. Spatial Similarity Index (SSIM) for several perturbations (b–f) of the reference matrix (a). In each perturbation, the total connectivity between spawning and
nursery areas remains the same when summed over the entire matrix, but the connectivity has been dispersed or shifted away from the original diagonal—i.e., b)
shows an overall diffusion of connectivity along the diagonal to adjacent cells, whereas c) shows a complete shift of the ‘diagonal’ connectivity pattern.
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flow (i.e. flow perpendicular in direction to the shelf edge). We con-
sidered annual average cross-shelf velocity anomalies binned over the
western (150–155°W), west-central (145–150°W), and east-central
(140–145°W) Gulf separately. As with the indices for connectivity, en-
vironmental indices were standardized following the formulation in Eq.
(2), and used to examine the relationship between the environment and
sablefish recruitment, as described below.

In a subsequent exploratory analysis, the relationship between sa-
blefish recruitment and wind direction over the Eastern Gulf of Alaska
(~ 55.1–62°N, 130–145°W), as predicted by the Climate Forecast
System Reanalysis model (CFSR, Saha et al., 2014), was examined. This
was the same atmospheric model product used to drive the 3-km ROMS
circulation model that drives the IBM. For each time period considered
(January–February, February–March, March–April, April–May, May–-
July), wind indices were developed by computing the percentage of
time-steps with average southerly, easterly, and south-easterly wind
over the eastern and western Gulf of Alaska.

2.4.3. Lower trophic level model indices
The sablefish IBM in its present configuration does not include food-

dependent growth rates or movement. To explore the potential impact
that food availability could have on the early life stages of sablefish, we
analyzed primary production estimates simulated by an Eulerian, lower
trophic level Nutrient-Phytoplankton-Zooplankton (NPZ) model. The
NPZ model was coupled to the same ROMS physical model used to drive
the IBM experiments, and was run for the same 1996–2011 time period
as IBM simulations. The NPZ model consisted of eleven components:
nitrate, ammonium, detritus, iron, small phytoplankton and large
phytoplankton, small and large microzooplankton, Neocalanus cope-
pods, ‘other’ copepods, and euphausiids. Here we used the spring and
summer integrated primary production over the upper 30m in the
eastern inshore and offshore regions to complete our set of annual en-
vironmental metrics for comparison to sablefish recruitment indices. A
full description of the model and its skill in predicting primary pro-
duction can be found in Coyle et al. (2013, 2012).

2.4.4. Recruitment
The Stock Assessment and Fishery Evaluation (SAFE) report pro-

duced for the North Pacific Fishery Management Council includes an-
nual estimates for sablefish recruitment in Alaska (the abundance of
age-2 sablefish entering the Alaska-wide stock), for the years
1933–2013 (Hanselman et al., 2014b, Table 3.14). Variability in sa-
blefish recruitment was estimated using an age-structured assessment
model as log-scale deviations from a long-term mean, rather than using
a stock-recruitment relationship (Hanselman et al., 2014b). This as-
sessment model incorporates information about female maturity-at-age,
length and weight at age, relative abundance, age compositions, and
natural mortality data. Annual recruitment estimates (R) can vary by
orders of magnitude, so following the assessment model, we analyzed
the recruitment time-series on the log scale, which we standardized (Rs)
for comparison to the standardized connectivity and environmental
indices using:

=
−

R
log mean(log )

std(log )
.s

R
R

R
R

R
R (6)

The standardized recruitment index for sablefish from 1959 to 2014
is presented in Fig. 5a, with the shorter focal period for this study
presented in Fig. 5b. The stock assessment model estimates sablefish
recruitment strength as the number of fish at age-2 (Hanselman et al.,
2014b). For correlating recruitment indices with modeled connectivity
and environmental indices, the shorter time series was shifted back two
years, such that the recruitment index corresponds to the year in which
individuals were spawned.

Pearson's r correlation coefficient was used to determine which of
the standardized indices had a stronger relationship to recruitment, and

the direction of that relationship. Simple linear regression models were
constructed using indices with the highest correlations to recruitment
as predictors, and with recruitment as the response. Only the main ef-
fects from each predictor were considered. The F-statistic was examined
to test the null hypothesis that all regression coefficients were not
statistically different from zero, and the coefficient of determination
(R2) was computed to assess the strength of the relationship between
the predictor(s) and the recruitment index. For models with more than
one predictor, we used adjusted R-squared to compensate for the loss of
degrees of freedom.

2.5. Sensitivity analyses

2.5.1. Horizontal resolution
Prior to running the multi-year model experiment, a sensitivity

analysis was performed to explore the sensitivity of model results to the
horizontal resolution of the release locations for individuals. In this
experiment, individuals were released in spawning zone 2 (southeast
GOA), and the probability of settlement within each of the twelve
alongshore nurseries was determined. All individuals were released on
February 20, 2003. Vertical spacing was consistent at 50-m depth levels
between 300 and 800m throughout the water column, while the hor-
izontal resolutions explored included 0.5 km, 1 km, 5 km, 10 km, 15 km,
20 km and 25 km.

2.5.2. Parameter uncertainty
Understanding the impact from parameter uncertainty on model

estimates of connectivity will permit a more accurate interpretation of
model estimates of interannual variability due to changes in the phy-
sical environment alone. Despite its commercial importance, the sa-
blefish is a relatively understudied species, and many parameters and
mechanisms pertaining to its behavior are not well known. As such, this
first iteration of the sablefish model is relatively simple and lacks the
complexity of a full bio-energetics model. In addition to assessing
model predictions of interannual variability in GOA sablefish con-
nectivity, we assessed the sensitivity of the model to parameter choice,
and the relative impact of each parameter on model uncertainty. Most
commonly, sensitivity of an IBM centers around model behavior under
certain ‘scenarios’; that is, a few fixed parameter values (see Garavelli
et al., 2014). Megrey and Hinckley (2001) used a more comprehensive
Monte Carlo approach to assess the influence of turbulence on feeding,
growth, and mortality of larval walleye pollock. Here we use this more
comprehensive approach to explore model sensitivity by varying mul-
tiple model parameters simultaneously.

Fig. 5. a) Standardized log-recruitment estimates for sablefish for 1959–2014.
Age-2 recruitment estimates correspond to the year in which sablefish are first
included in the stock assessment model; b) standardized log-recruitment esti-
mates for sablefish for the 1996–2011 study period. Note that the recruitment
time series has been shifted back by two years, such that age-0 recruitment
estimates correspond to the year individuals were spawned.
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The parameter sensitivity experiment was conducted using physical
forcing and egg distribution from the 2002 baseline experiment—i.e.
eggs were initialized at 5×5-km resolution between the 500 and 2000-
m isobaths, at the same 50-m depth levels between 300 and 800m, as
used in the baseline experiment. Egg release was February 20, corre-
sponding to the time of peak egg abundance in the western GOA (Doyle
and Mier, 2015). The parameter sensitivity analysis used a Monte Carlo
style exploration of model predictions, varied by 37 model parameters.
A stratified Latin hypercube sampling procedure was used to generate
500 input parameter sets by drawing parameter values from their
specified triangular probability distributions, assuming independence
between parameters. Unless indicated otherwise (Table 1), the baseline
values used in the multi-year runs were used as the mode for dis-
tribution, and upper and lower limits for parameter distributions were
based on ranges presented in the literature, or where this information
was not available, ± 10% of our baseline value.

To rank the contribution from each of the parameters to the model
output uncertainty, we used Least Squares Linearization, a multiple
regression between the parameters' deviation from the mean and the
model output (Gibson and Spitz, 2011; Verbeeck et al., 2006). The
uncertainties for each parameter were used as independent variables for
the regression equation, with model outputs as dependent variables. We
explored the sensitivity of the model using four output variables as
different measures of spawning-nursery connectivity: 1) the total con-
nectivity between spawning and nursery areas (CTOT); 2) the proportion
recruited to nursery areas in the alongshore zone 3 (Cn3), the location of
St. John Baptist Bay, a known nursery area; 3) the proportion recruited
from spawning areas in alongshore zones 7 and 8 (Cs78), which en-
compass the majority of the locations in which Doyle and Mier (2015)
observed eggs; and 4) the structural similarity index, comparing each of
the 500 connectivity matrices to the median connectivity matrix
(SSIM500). For each of these four output variables, parameters were
ranked according to the magnitude of their sensitivity parameter (Svi),
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where regression coefficients (wi) were estimated by minimizing the
sum of square errors and used to calculate the overall variance (σδ

2
y ) in

model output for each parameter. Analysis of variance was performed
to determine the percentage of variability in model output that could be
attributed to the top ranked parameters.

2.5.3. Depth of settlement
In-depth parameter sensitivity analysis indicated that depth of set-

tlement was a critical factor to model predictions regarding con-
nectivity between spawning and nursery areas. As such, we performed
additional sensitivity analysis in which baseline parameter values were
used, but settlement depth was set to 15m, 20m, 50m and 100m. In
this model experiment, eggs were released throughout the spawning
zone at the same depth levels and on the same date (February 20, 2003)
as the main sensitivity experiment. For each model run, the strength of
connectivity between the spawning and recruitment sites was calcu-
lated as the proportion of individuals released from a spawning area (s)
that settled into a nursery area (n), and connectivity matrices (Cn, s)
were constructed and compared. Each of the four resultant connectivity
matrices were scaled by their respective maximum probabilities, to
better enable the connectivity patterns between spawning and nursery
areas to be compared. In the absence of scaling, the similarities in
patterns are overshadowed by the simple fact that more individuals
could settle in all alongshore zones as the settlement depth criteria
increased because individuals are less reliant on transport to shallow
coastal areas before settlement could occur.

3. Results

3.1. Connectivity from spawning areas to recruitment sites

Over the sixteen-year period examined, maximum connectivity be-
tween an individual spawning area and an individual nursery area was
0.17; this maximum connection was from spawning area 3 to nursery
area 5 in 1996. The maximum probability for an individual released in
a spawning area to settle in any of the twelve nursery areas was 0.38.
This maximum probability was also for individuals released in
spawning area 3 in 1996. On average, 56.8% (SD = 8.6%) of all in-
dividuals released each year were transported out of the model domain
through the southwestern model boundary (West of the Shumagin
Islands, west of 159°W, north of 51°N). An average of only 5.5% (SD =
3.1%) of all individuals released each year were transported out of the
model domain through the southeastern model boundary (east of
135°W and south of 55°N, just north of Haida Gwaii).

Individuals successfully settling in any nursery area within the
model domain were significantly more likely to have been spawned in
the eastern Gulf (alongshore spawning regions 1–5) than the western
Gulf (7–12, Fig. 6). Spawning areas 2 and 3 were equally likely the most
successful source locations (median probability ~ 0.25). It is likely that
spawning area 4 would produce less successful settlers (median prob-
ability ~ 0.2) than these primary regions, while individuals released
either in spawning area 5 or 1 had a significantly smaller chance
(probability 0.15 and 0.1, respectively) of successful settlement in a
nursery area. Individuals spawned in the western Gulf (alongshore
areas 7–12) were likely to have only a 0–0.05% chance of successful
transport and settlement into a nursery area in the GOA.

The annual median pattern of connectivity (Fig. 7a) in the GOA
suggests a generally westwards transport of individuals from spawning
sites to nursery grounds. Although interannual variability in median
connectivity (Fig. 7b) was sometimes of a similar order of magnitude to
the median suggesting that connection (probability of successful
transport and settlement) between some regions varied quite strongly,
interannually. Some clear patterns emerged, with some spawning/
nursery areas much more strongly connected than others. The strongest
connectivity was from spawning areas in the eastern Gulf to nursery
areas in the central Gulf. Spawning area 3 (Cross Sound) and nursery
areas 5 (Icy Bay region) and 6 (PWS region) were relatively strongly
connected (Fraction Settled ~ 0.1), as were spawning area 2 (Sitka
region) and nursery area 5. The connection between spawning area 2
and nursery area 4 (Yakutat region) was also relatively strong, as was
the connection from spawning area 5 to nursery area 9 (southern Ko-
diak region) compared to other pairwise connections. As indicated in
Fig. 6, by and large, spawning areas in the western Gulf (areas 7–12)
were only weakly connected (if at all) to any nursery area. The con-
nection between spawning area 2 and nursery area 5 was the most
variable (Fig. 7b). The probability of an individual making it to set-
tlement stage but unable to settle due to offshore transport to the basin
(Fig. 7c) was highest for individuals spawned in areas 7–9 (Kenai and
Kodiak regions). Individuals spawned in areas 1–4 had the highest

Fig. 6. Fractions of individuals from each spawning area settling in any nursery
area within the model domain, integrated over the sixteen-year period. * in-
dicates data outlier.
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probability of settlement—thus transport to the basin from these areas
was low. Transport to the basin from spawning areas 11 and 12 was also
low, but individuals released in these areas were more likely to be
transported out of the domain than onshore to a nursery area.

Annual deviations from median connectivity between spawning and
nursery areas show that the change in strength of the pairwise con-
nections was generally not homogenous throughout the model domain
(Fig. 8); in any one year, some spawning and nursery areas had a
stronger than median connection, while others had a weaker than
median connection. Deviation from the median probability of settling in
the easternmost (1 and 2) and westernmost (11 and 12) nursery areas
was low for all years, as was the probability of settling in a nursery area
when spawned west of area 7 (Kenai). In contrast to the interannual
deviations in connectivity seen for nursery areas 6 and 8, in most years
the probability of individuals spawned throughout the model domain
settling in area 7 was close to the median, which was relatively low. The
spatial pattern of positive and negative deviations in connection
strength varied year-to-year, but similar spatial patterns emerged in
some years. For example, 1996, 1997, and 2002 were years with gen-
erally positive deviations from median connectivity over much of the
connectivity matrix, suggesting that in these years, the successful
transport and settlement of individuals from spawning sites to nursery
areas was relatively high overall. In 1996 and 2002, there was a rela-
tively large increase in the strength of the connection, relative to the
median, from spawning areas 3 and 4 to nursery area 5, but a small
decrease in the connection from spawning area 1 to nursery areas 5 and
6. In 1998, retention in the same region (i.e. simple onshore movement
from spawning to nursery area within the same alongshore zone) was
increased relative to the median, as was the strength of the connection
to the region immediately downstream (west); however, spawning
areas 1–5 were less strongly connected to nursery areas farther west
(three regions away). A similar shift in connectivity was also observed
in 2002. Years 1999 and 2008 also shared similar patterns in the
strength of connectivity between spawning and nursery sites, with
much stronger than median connectivity from spawning areas 1–3 in
the east to nursery areas 4 and 5 farther west, as well as some below-
median connectivity from spawning areas 4–6 to nursery areas farther
west. As in 1999 and 2008, in 2000 the positive deviation between
spawning areas 1–2 and nursery areas 4–5 was relatively large, but
there was above median connectivity between spawning areas 1–5 and
most of the nursery areas farther west. In 2004 and 2009, spawning
areas 1–3 had a decreased connection to nursery areas 5–6, but there

was an increased connection between most other spawning-nursery
area pairs. A similar pattern was observed in 2005, but then it was
nursery areas 4–5 that showed a decrease in the probability of settle-
ment. Year 2003 had the smallest deviations, either positive or nega-
tive, indicating the connectivity between the spawning and nursery
sites for this year was most similar to median connectivity (Fig. 7a).

Total probability of connection summed over the connectivity ma-
trices (Fig. 10a) did not correlate strongly with connectivity to sites
containing known nursery areas (i.e. St. John Baptist Bay) or with
connectivity from the easternmost spawning site. Total probability of
settlement for individuals released from any spawning area (CTOT) in-
dicates that prior to 2005, CTOT was more variable, oscillating above
and below the median year-to-year (Fig. 10a). After 2005, year-to-year
changes in CTOT were smoother—initially increasing (2005–2007), and
then remaining steady for three years (2007–2009), before progres-
sively decreasing in 2010 and 2011. Years 1997 and 2002 showed the
strongest overall connectivity between spawning and nursery sites,
while 2005 and 2011 were years of notably low connectivity. The
probability of any individuals settling in nursery area 3 (Cn3, Fig. 10b,
black line) was only weakly correlated (r=0.35, p=0.19) to CTOT. In
this index, 2005 was also a year of below-median connectivity, though
1999, rather than 1997, showed strongest connectivity. The correlation
between Cs1 (Fig. 10b, grey line) and CTOT was even weaker (r=0.19,
0.48), although both indices highlighted 1998 as a year with weaker
than median connectivity. The probability of an individual released in
spawning area 1 settling in any nursery area was relatively high for
both 2006 and 2008, although overall connectivity was at a median
level in these years.

The dominant patterns in relative connectivity between spawning
and nursery area pairs throughout the 16-year period examined are
underscored in the EOF analysis (Fig. 9). The first principal component
of the EOF analysis explained ~ 38% of the total variance and crosses
the zero line, indicating there are spawning/nursery area pairs whose
connectivity rise and fall in opposition throughout the time series, ra-
ther than together. This primary mode indicates that when alongshore
retention (i.e. settlement in a nursery area in the same alongshore zone
as the spawning area) is above average, the probability of individuals
released in the western spawning zones (8–10) successfully settling in
any nursery area is also above average. Conversely, during these times
the probability of individuals released in eastern alongshore zones 1–3
successfully settling in a nursery zone was below average. In particular,
the probability of settling in nursery areas 4–6 is far below average. The

Fig. 7. Connectivity matrix showing the median probability that individuals released as eggs in each alongshore spawning area successfully settled in (a) each
alongshore nursery area, and (b) the associated deviation about the median. c) Boxplots showing the probability of individuals released in each spawning area
developing through the settlement stage but advected to the deep ocean basin. The annual connectivity for each year was computed at the end of the simulation on
December 31, and the median was computed from annual averages for each of the sixteen years simulated (1996–2011).
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second principal component of the EOF analysis explained an addi-
tional 21% of the total variance, and also crosses the zero line. This
second mode indicates that in the eastern Gulf, when the probability of
settlement in a nursery area immediately adjacent (downstream, to the
west) of the spawning area increases, the probability of settlement in
the next closest area (to the west) does also, meanwhile the probability
of these individuals settling in a nursery area in the central and western
Gulf is reduced. During this mode of variability, the probability of in-
dividuals released in the western Gulf settling in spawning zones 10 and
12 was above average. The first principal component (PC1) of the EOF
analysis (Fig. 10d, black line) was strongly negatively correlated to
CTOT before 2002 (r=− 0.83, p=0.04), but the relationship did not
hold in subsequent years (r=− 0.15, p=0.7). Over this latter period
(2003–2011), PC1 (Fig. 10d, black line) was strongly negatively

correlated to Cs1 (r=− 0.90, p < 0.01, Fig. 9c). The 2nd principal
component (PC2, Fig. 10d, grey line) was positively correlated with
CTOT (r=0.58, p=0.02) and to Cn3 (r=0.61, p=0.01), and high-
lighted 1996, 2005, and 2006 as years that were notably different from
the median pattern of connectivity. Principal component 1 (PC1) and 2
(PC2) were not significantly correlated with recruitment (Fig. 10di,
r=− 0.21 and r=− 0.03 respectively and p > 0.05).

The SSIM index (Fig. 10c) also highlighted 1998 as a year with a
pattern of connectivity between spawning sites and nursery areas very
different from the median connectivity matrix. SSIM was reasonably
well correlated with CTOT for the 1996–2010 period (r=0.56), but this
relationship is weakened if 2011 is included, as 2011 had a strongly
above-average SSIM index (i.e. close to median connectivity when
considering the overall pattern of connectivity), but low overall

Fig. 8. Annual connectivity matrix showing the probability that individuals released as eggs in each alongshore spawning area successfully settled in each alongshore
nursery area for the years 1996–2011. The connectivity for each year was computed at the end of the simulation on December 31.
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connectivity CTOT. As reflected by a relatively high SSIM value, 2003
was also a year in which the connectivity in the Gulf had an overall
pattern close to the median connectivity pattern.

3.2. Correlations between settlement potential, environmental indices and
recruitment

Considering how each of the indices that quantify interannual
variability in settlement potential correlates with recruitment
(Fig. 10ai–ei), we found that recruitment was only weakly negatively
correlated with the SSIM index and with indices derived from the in-
dividual components that compose the SSIM index (Table 2). With an r
of 0.45 (p=0.08), the simple index of total connectivity between
spawning and nursery areas was much more strongly correlated to re-
cruitment than the SSIM index, although even this relationship was
significant only at the 10% level. Correlations between recruitment and
the fraction of individuals released in spawning area 1 as well as the
fraction of individuals from all spawning sites that recruited to nursery
areas 3 were also positive, but not as strongly. CTOT was not correlated
to the west-central or east-central Gulf cross-shelf flow (r=0.27 and
r=− 0.12, respectively), or to the southwesterly wind index
(r=0.15). CTOT was correlated to the western Gulf cross-shelf flow
r=0.5258, p=0.04.

Indices of salinity and temperature (Fig. 10d) in the eastern inner
and outer domains during spring and summer did not correlate strongly
with recruitment. The correlation between recruitment index and
spring salinity in the eastern offshore region was weak but positive (i.e.
increased salinity was associated with increased recruitment). Con-
versely, correlation between recruitment and spring temperature was
weakly negative (increased temperature was associated with decreased
recruitment). The extremely small negative correlations between the
recruitment index and summer salinity or temperature anomalies in the
eastern inshore region suggest there is no relationship between these
variables. Both spring offshore primary production and summer on-
shore primary production (Fig. 10e) were positively correlated to

recruitment and the strength of the correlation was comparable to that
seen with Total Connectivity. Cross-shelf flow over the west-central
Gulf was positively correlated with recruitment (r=0.56, p=0.03),
though cross-shelf flow in the western and east-central Gulf was not
correlated (r=0.39 and − 0.09 respectively).

An ANOVA linear model, constructed using Total Connectivity (CTOT)
and the environmental indices with the highest correlations to re-
cruitment as predictors, and recruitment as the response, indicated that
each of the predictors alone were significant at the 0.1 level but not at
the 0.05 significance level (Table 3). Based on the R-squared values,
these variables could account for 19–22% of the variability in sablefish
recruitment. Combining Total Connectivity with Offshore Spring Primary
Production (PPSprR5) resulted in a linear model that was significant at the
0.05 level and explained 28% of recruitment variability. CTOT and On-
shelf Summer Primary Production (PPSumR4) explained 26% variability,
but this model was only significant at a 0.1 level. Adding Annual cross-
shelf flow to CTOT increased the linear models explanatory power to 44%
(p < 0.05). Additionally, including PPSumR4 only increased the ex-
planatory power by 1%. Using PPSprR5 and PPSumR4 together in a linear
model could account for 42% of the recruitment variability (p=0.01),
and adding in CTOT increased the model's explanatory power to 51%
(p=0.01). Our best model (R2 = 0.59, p < 0.05) included CTOT, an-
nual cross-shelf flow, and both spring and summer production.

3.3. Sensitivity analyses

3.3.1. Horizontal resolution
A sensitivity analysis of the model output to horizontal resolution of

egg initialization found that the probability of individuals settling in
any nursery area was broadly similar, regardless of their initial spacing
(Fig. 3c). When individual eggs were released 25 km apart, only 77
individual eggs were released per simulation in spawning area 2. Even
with this small number of individuals, the probability of connectivity to
each nursery area indicated that individuals were most likely to be
transported to nursery area 5 or 6. This is in-line with connectivity

Fig. 9. First (a) and second (b) mode spatial patterns from an EOF analysis of the annual mean probability of connection between the spawning area-nursery area
pairs across the GOA for the 1996–2011 period. The corresponding 1st (black) and 2nd (grey) principal component time-series (PC) are shown in (c).
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patterns seen when the density of individuals spawned is greater. As the
spawning resolution in area 2 was increased from the initial spacing of
25–1 km, the pattern in probability of transport to each of the twelve
nursery areas became more similar to that obtained with the finest
resolution (0.5 km). An initial spacing of 5× 5 km produced a pattern
of connectivity between spawning area two and the twelve nursery area
very similar to that obtained with the highest spatial resolution tested.
The 5× 5 km horizontal resolution had the advantage of being much
more computationally efficient relative to a higher resolution in-
itialization. For example, 1882 individuals were initiated in spawning
area 2 per simulation using a 5×5 km spacing, compared to 47,579
individuals when using a 1×1 km spacing, and 190,164 individuals
when using 0.5×0.5 km spacing. As such, we determined that
5× 5 km spacing was optimal because it was capable of producing
results very similar to a release with ten times greater resolution, while
being manageable enough to allow completion of all model experiments
within the time frame of the project, with the resources available to us.
Following these findings, the intermediate 5× 5 km resolution was
used to initiate individuals in all remaining model experiments.

3.3.2. Parameter uncertainty
Overall, the spatial pattern for the median connectivity matrix

arising from the parameter sensitivity analysis of the model (Fig. 11a)
looked similar to the median connectivity matrix for the sixteen-year
run (Fig. 7a). The pattern of prevailing westward connection between
spawning and nursery areas was preserved, with low retention of in-
dividuals within any alongshore area and virtually no connectivity to

nursery areas east of the spawning area. As was the case for the cli-
matological median connectivity, the probability of transport from
spawning to nursery areas was highest from areas 2 to 4 in the eastern
Gulf to areas 5–6 in the central Gulf, and there was a low probability of
individuals settling in any nursery area if released in the western Gulf
(spawning areas 6–12). The median absolute deviation (Fig. 11b) as-
sociated with median connectivity from the sensitivity analysis also had
a similar spatial pattern and magnitude relative to deviations associated
with the annual median matrix (Fig. 7b). Despite the similarities in
relative strength of connections between spawning and nursery areas in
the annual median connectivity matrix and the median connectivity of
all the sensitivity simulations, the median of the sensitivity matrix had a
stronger (~ 1.5 times) probability of connection between most
spawning and nursery pairs. Notably, the probability of successful set-
tlement for eggs released from spawning site 4 into neighboring
alongshore nursery area 5 was approximately five times greater than
seen in the climatology. The westernmost nursery area in the model
domain (area 12) also saw a large increase in the number of probable
settlers from spawning areas 5–9.

The total connectivity between spawning and nursery areas (CTOT),
the proportion recruited to nursery areas in alongshore zone 3 (Cn3),
and the proportion recruited from spawning areas in alongshore zone 7
and 8 (Cs78) were all most sensitive to hs, the settlement depth assigned
to the juvenile stage (Table 4). The structural similarity index (SSIM500)
was most sensitive to the minimum size that must be reached before
epi-pelagic juveniles can transition to the Juvenile life stage (tsP). The
2nd–5th ranked parameters for the four diagnostic variables showed

Fig. 10. Standardized indices (a–e) from the 3 km GOA model and the IBM, and their correlations with recruitment (ai–ei). a) Total fraction settled of all individuals
spawned (CTOT); b) fraction recruiting from spawning area 1 (Cs1, grey markers) and fraction recruiting to nursery area 3 (Cn3, black markers); c) Structural Similarity
Index (SSIM); d) 1st Principal Component (PC1, black markers) and 2nd Principal component (PC2, grey markers); and e) Spring Primary Production eastern offshore
region (PP SprR5) and Summer Primary Production eastern onshore region (PP SumR4).
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more variability, although several parameters were highly ranked for
multiple variables. For example, the minimum epi-pelagic transition
size was also highly ranked (2nd) for Cn3, and the swim speed of the
feeding larvae (vF) was ranked 2nd, 3rd, and 5th for Cs78, CTOT, and Cn3,
respectively. Egg growth rate (gE) was ranked 3rd and 4th for Cs78 and
Cn3, respectively, and the minimum night-time depth for the juvenile
stage (znminJ) ranked 3rd and 5th in sensitivity for SSIM500 and CTOT

variable, respectively. All other parameters that ranked within the top
five for the four diagnostic variables were either related to the depth of
the life stage in the water column, or to the size at which a stage
transitioned to the next life stage.

The top five (Top5) ranked parameters for each of the diagnostic
variables accounted for between 58% and 78% of the variability in Cs78,
CTOT, and Cn3, respectively (Table 5). Variability in the five top ranking
parameters for SSIM500 could account for only 4% of the variability in
this variable. Considering the variability in the next five parameters
also (i.e. Top10), the variability explained in any of the four output
variables increased by only 1–2%. Removing hs, the settlement depth
assigned to the juvenile stage, from the analysis revealed how sensitive
these model results are to this parameter, as the explanatory power of
the remaining four (Top4*) parameters was reduced to 1–24%, de-
pending on the output variables considered. The poor explanatory
power of any of the parameters for explaining the variability in SSIM500

can be accounted for by the fact that a slight right or left or up or down
shift in the overall connectivity pattern between spawning and nursery
areas would be interpreted by the index in essentially the same way, i.e.
the response from SSIM to parameter change was non-linear.

3.3.3. Depth of settlement
Although the settlement depth parameter (hs) was the most critical

parameter for determining model estimates of connectivity between
spawning and nursery areas, a sensitivity analysis focused on this
parameter indicates our connectivity results are relatively robust to a
broad range of its values (Fig. 12). For example, regardless of settle-
ment depth criteria, there is a strong likelihood that individuals will
have the greatest connectivity to a nursery area located to the west of
their spawning location. As in the main experiment, some of the
strongest connectivity was between spawning areas in the east (along-
shore zones 2–4) and nursery area 5 and 6 in the central Gulf. Likewise,
regardless of the settlement depth criterion, individuals spawned in the
western Gulf were unlikely to settle in the GOA. The moderate con-
nection to nursery area 9 (southern Kodiak region) that we noted in the
main experiment was more likely with a shallower settlement depth,
and less likely as the settlement depth criterion increased.

4. Discussion

As is true of all models, there are several assumptions we had to
make, and which should be taken into consideration when interpreting
our sablefish IBM results. Our model sensitivity analysis helped address
implications of uncertainty around model parameters, and has sug-
gested where additional studies (for improving error bounds around
influential parameters) could improve model accuracy. Although the 3-

Table 2
Pearson's linear correlation coefficient as a measure of the degree of linear dependence between standardized recruitment and a suite of indices
quantifying the environment (as predicted by ROMS model) and the connectivity of the spawning and nursery areas, as determined by the IBM. No
mathematical correction was made for multiple comparisons. Correlations are rounded to two decimal places. Associated p-values are also reported,
and correlations with a p-value< 0.1 are indicated with an asterisk.

Predictor Symbol r p

Total Connectivity CTOT 0.45* 0.08
Structural Similarity Index SSIM − 0.22 0.40
Structural component of SSIM SSIMstr − 0.16 0.56
Luminescent component of SSIM SSIMlum − 0.19 0.47
Contrast component of SSIM SSIMcon − 0.28 0.29
Fraction recruiting from spawning area 1 Cs1 0.26 0.33
Fraction recruiting to nursery area 3 Cn3 0.19 0.49
1st mode of EOF connectivity analysis PC1 − 0.21 0.43
2nd mode of EOF connectivity analysis PC2 − 0.03 0.92
Spring salinity anomaly eastern offshore region Salt SprR5 − 0.11 0.68
Spring temperature anomaly eastern offshore region TempSprR5 − 0.25 0.35
Summer salinity anomaly eastern onshore region Salt SumR4 − 0.08 0.76
Summer temperature anomaly eastern onshore region TempSumR4 − 0.04 0.87
Spring Primary Production eastern offshore region PP SprR5 0.44* 0.09
Summer Primary Production eastern onshore region PP SumR4 0.47* 0.07
Annual cross-shelf flow index 150–155°W (western Gulf) VX W 0.39* 0.15
Annual cross-shelf flow index 145–150°W (west-central Gulf) VX WC 0.56* 0.03
Annual cross-shelf flow index 140–145°W (east-central Gulf) VX EC − 0.09 0.74

Table 3
Results of ANOVA to determine the variability in sablefish recruitment (Rs) that
can be accounted for by variability in connectivity between spawning and
nursery areas, and by primary production in the eastern onshore region (R4)
and the eastern offshore region (R5). To account for decreasing degrees of
freedom in linear models including multiple predictors, adjusted R-squared
(indicated by *) is reported rather than R-squared. The direction of the re-
lationship between each predictor and recruitment are shown in Table 2.

Summary statistics

Predictors R-squared F-statistic p-value

Total Connectivity 0.20 3.49 0.08
Spring Primary Production R5 0.19 3.29 0.09
Summer Primary Production R4 0.22 3.98 0.07
Annual cross-shelf flow (west-central Gulf) 0.26 5.97 0.03
Total Connectivity 0.28* 3.88 0.05
+Spring Primary Production R5
Total Connectivity 0.26* 3.61 0.06
+Summer Primary Production R4
Spring Primary Production R5 0.42* 6.39 0.01
+Summer Primary Production R4
Total Connectivity 0.44 6.53 0.01
+Annual cross-shelf flow (west-central Gulf)
Total Connectivity 0.51* 6.12 0.01
+Spring Primary Production R5
+ Summer Primary Production R4
Total Connectivity 0.45* 4.82 0.02
+Annual cross-shelf flow (west-central Gulf)
+ Summer Primary Production R4
Total Connectivity 0.59* 5.99 0.01
+Annual cross shelf flow (west-central Gulf)
+ Summer Primary Production R4
+ Spring Primary Production R5
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km ROMS model used to drive the sablefish IBM is considered a rela-
tively fine resolution for a basin-scale model covering a region as broad
as the GOA, it undoubtedly misses some finer spatial and temporal
dynamics, which could be important in transporting sablefish to nur-
sery areas. Nevertheless, this model has previously been shown capable
of resolving oceanographic features (e.g. eddies, ACC, Alaska stream)
important to transport in the GOA (Cheng et al., 2012; Coyle et al.,
2013; Dobbins et al., 2009; Hermann et al., 2016, 2009; Hinckley et al.,
2009), and we believe our novel sablefish IBM can provide under-
standing about the strength of connections between potential spawning
and nursery sites in the GOA. Specific implications of model short-
comings and assumptions are addressed as we discuss insights gained
from the study.

4.1. Model sensitivity

The sensitivity of a particle tracking model for the assessment of
larval transport has been largely overlooked. Simons et al. (2013)

investigated the sensitivity of ‘larval’ transport predictions to the
number of particles released, particle release depth, and particle
tracking time, using a biophysical model of the Southern California
Bight although in their model, ‘larvae’ were passive particles absent of
any biological characteristics. They found that the model's ‘larval’
transport predictions were sensitive to changes in the number of par-
ticles released, particle release depth, and particle tracking time. In our
study, we released individuals (as eggs) at multiple depths through our
model domain, and on multiple days throughout the known spawning
period, such that we would encapsulate some of the variability asso-
ciated with spawning. Our spawning resolution sensitivity analysis in-
dicated that for our model study, based in the Gulf of Alaska, a hor-
izontal resolution of 5 km for individual egg release produced similar
results to a finer resolution (1 km) release, at a fraction of the compu-
tational cost. Decisions regarding the appropriate number of particles,
their spacing, and release timing should be study-specific, as this de-
pends on the physical dynamics of the region and the biological traits of
the organisms in question.

Our parameter sensitivity study indicates that settlement depth was
the most influential parameter for the model outputs we examined,
which were various measures of potential connectivity between
spawning and nursery sites in the GOA. The minimum size that must be
reached before epi-pelagic juveniles can transition to the juvenile life
stage, egg growth rates, feeding larvae swimming speed, and the depth
preference of the juvenile stage were also influential parameters in
determining connectivity. These parameters influence model output by
determining the length of time (and thus distance) that individuals will
be advected, and the current profile to which they are exposed. The
only other in-depth sensitivity analysis of a marine IBM of which we are
aware is by Megrey and Hinckley (2001), on an IBM for walleye pol-
lock. They used a stratified Latin hypercube sampling procedure,
equivalent to the approach implemented in the present study, to de-
termine the relative importance of various feeding-related factors on
larval growth and mortality. Reactive distance, minimum pursuit time,
and weight-length conversion parameters were found as the most im-
portant input parameters. In that study, individual larvae particles were
only tracked for eighty days, and the impact of parameter variability on
settlement was not considered. Because of the notably different model
structure and goals of this study, it is not really meaningful to compare
the parameters ranked as sensitive in each case. The differences do,
however, highlight the need for sensitivity analysis to be study-specific,
as the parameters that rank as most important in determining model

Fig. 11. Connectivity matrix for 2002 showing the median probability that individuals released as eggs in each alongshore spawning area successfully settled in each
alongshore nursery area (a), and the associated deviation about the median (b). The connectivity for each year was computed at the end of the simulation on
December 31. This analysis comprised 500 simulations, in which the values for 37 parameters were drawn randomly from defined probability distributions. All eggs
were released on February 20, 2002. See Section 2 for additional details.

Table 4
Top five ranked parameters for the four diagnostic variables considered. Refer
to the Table 1 for parameter definitions.

Variable

Rank CTOT Cn3 Cs78 SSIM500

1st hs hs hs tsP
2nd dmaxJ tsP vF zmaxE

3rd vF gE zminY znminJ

4th zdminJ gF gE dminE

5th znminJ vF zdmaxJ dminP

Table 5
R2 values to indicate variability in the four output diagnostics that can be ac-
counted for by variability in the top ten (Top10), five (Top5), and one (Top4),
ranked parameters, as defined in Table 2. Top4 is the highest ranked four
parameters once hs habitat depth preference is removed. See Section 2 for de-
scription of sensitivity experiments.

CTOT Cn3 Cs78 SSIM500

Top5 0.78 0.58 0.67 0.04
Top10 0.79 0.60 0.69 0.05
Top4* 0.06 0.13 0.24 0.01
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output will likely vary widely, depending on the diagnostic under
consideration.

4.2. The east to west connection

Our sablefish modeling study indicates that as young sablefish in the
GOA progress from the egg stage to settled juvenile stage, there is a
dominant pattern of westward transport, as successfully settling in-
dividuals move from spawning areas on the continental slope and to-
wards inshore nursery areas. This is in line with the paradigm for sa-
blefish movement—that small fish move westwards from their nursery
areas, while adult fish move eastwards back to their spawning grounds
(Echave et al., 2013; Heifetz and Fujioka, 1991). Recent tagging studies
suggest that this overall movement pattern is probably more ambiguous
than previously thought, as movement probabilities varied inter-
annually and are negatively correlated with female spawning biomass
(Hanselman et al., 2014a). The east to west connection between
alongshore spawning and nursery areas in the Gulf reflects the domi-
nant circulation patterns in the region, which include the Alaska Cur-
rent that flows north-west along the coast of British Columbia and the
Alaska Panhandle (Schumacher and Reed, 1987) and continues into the
Alaska Stream, a fast westward flowing boundary current over the shelf
break (Reed, 1984). Further inshore, the buoyancy-driven Alaska
Coastal Current also flows in an anti-clockwise direction within about
50 km of the coast (Royer, 1998; Stabeno et al., 2004).

4.3. On-shelf advection

The GOA has multiple hydrographic fronts that can hinder on-shelf
transport (Belkin et al., 2003, 2002). However, this region is generally
thought of as a downwelling shelf, with onshore Ekman transport re-
sulting from storms generated by the Aleutian Low Pressure system

(Weingartner et al., 2005). Previous observations have implicated the
wind-generated Ekman transport in the advection of oceanic zoo-
plankton onto the shelf (Cooney, 1986; Coyle et al., 2013). Oceanic
zooplankton overwinter in deep water off the shelf, but undergo a
vertical migration to occupy surface waters in spring. As such, their
early life history has much in common with age-0 sablefish, and we can
expect similar transport mechanisms to be in play. For our part, we
found a moderate, positive correlation between on-shelf flow in the
west-central Gulf and sablefish recruitment. No relationship was found
between recruitment and on-shelf advection in the eastern Gulf. Coffin
and Mueter (2015) also found recruitment of age-2 individuals to the
adult stock to be unrelated to downwelling favorable winds or fresh-
water discharge (environmental variables they selected as indicators of
cross-shelf and along-shelf transport) during the larval and early juve-
nile phase (age-0) life stage. Our evidence of a potential relationship
between recruitment dynamics and regional advective processes sug-
gests that Coffin and Mueter's (2015) advection proxies, which were
based on point location data, may have missed some transport processes
that were captured by the spatially resolved hydrodynamic model.

The lack of an overwhelming relationship between sablefish re-
cruitment and model derived on-shelf advection (towards nursery sites)
is likely due to the modification of on-shelf Ekman transport by other
physical factors. Cross-shelf exchange in the GOA can be influenced by
the propagation of eddies that form in the northeastern GOA along the
shelf-break (Ladd et al., 2005). The Haida (Mackas and Galbraith, 2002;
Whitney and Robert, 2002) and Sitka (Crawford, 2002; Matthews et al.,
1992) eddies tend to propagate out into the basin, while the Yakutat
eddies (Okkonen et al., 2001) tend to stay close to the shelf-break, so
that depending on the eddy field present at the time of sablefish
spawning, eddies could be responsible for enhancing or suppressing on-
shelf transport of young sablefish. The ROMS model used to drive the
IBM produces eddies with approximately the same scale, frequency, and

Fig. 12. Connectivity matrix showing the scaled median probability that individuals released as eggs in each alongshore spawning area successfully settled in each
alongshore nursery area for a settlement depth criteria of a) 15m, b) 20m, c) 50m, and d) 100m. All eggs in the spatial sensitivity analysis were released on February
20, 2002. Each matrix was scaled by its maximum connectivity value, such that all values range from 0 to 1.
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kinetic energy off the northern Gulf of Alaska shelf break as observed
(Coyle et al., 2012), but because it does not use any data assimilation,
the model eddies are randomly generated features, and their spatial and
temporal occurrence in the model does not necessarily coincide with
reality. Likewise, the model does not precisely capture other short-term
chaotic events, such as storms that track through the region and in-
fluence local wind and run-off fields. Gibson et al. (2013) found that, in
the Eastern Bering Sea, relatively short (days to weeks) periods of
southeasterly wind could significantly impact the transport of oceanic
zooplankton onto the shelf. A mismatch in sablefish recruitment and
modeled advection, or predicted connectivity, could thus be partially
due to dynamical models’ inability to simulate the correct timing of
these short-term atmospheric and oceanic events. Also, because the
sablefish IBM was driven by tidally filtered, daily average flow fields
from the ROMS hydrographic model, sub-daily dynamics such as the
tidal cycle will also not be captured. Despite the shortcomings of the
model, we have shown there is sufficient on-shelf advection to transport
young sablefish from off-shelf deep spawning sites over the shelf break
to shallow onshore nursery areas, without the inclusion of any hor-
izontal swimming behavior—such as toward food or a particular geo-
graphic location.

4.4. Important spawning regions for Alaska sablefish

The northern sablefish population, which inhabits the GOA, is
thought to extend south into northern British Columbia (Echave et al.,
2013; Kimura et al., 1998). Sablefish are also thought to spawn
throughout their range (Kimura et al., 1998), although the prevailing
theory for Alaska sablefish is that the majority of the spawners exist in
the central and eastern GOA (Funk and Bracken, 1984; Shotwell et al.,
2014). Our model simulations suggest that individuals spawned in the
east were more likely to be successfully transported to a nursery area
within the Gulf than individuals spawned in the west; individuals
spawned in the western Gulf were generally advected out of our Gulf of
Alaska model domain. Sablefish spawned off the coast of Sitka and
Cross Sound (alongshore areas 2 and 3) had the highest likelihood of
settling. The southeastern-most region in our model domain (along-
shore area 1) did produce successful settlers, but to a lesser extent than
the regions immediately north, suggesting that individuals spawning
here are perhaps less likely to contribute to the Alaska population.
Although conventional wisdom is that adult sablefish are spawning in
deep water along the continental slope (Mason et al., 1983), as was
simulated in our model, small stocks of sablefish have been reported to
spawn in some mainland inlets, including Chatham Strait (located in
alongshore zone 1; Bracken et al., 1997). Individuals spawning in
Chatham Strait have a relatively low movement rate (Hanselman et al.,
2014a), and young individuals may be recruited directly to shallow
inshore areas within the strait. It is possible that these small, inshore
spawning populations that were underrepresented in our model have a
disproportionality large impact on the overall recruitment success of
GOA sablefish.

4.5. Nursery areas

Our study indicates that, in the absence of any horizontal directional
movement, sablefish spawned throughout the Gulf have the highest
probability for settlement in nursery areas in the central Gulf (along-
shore areas 5–6). While the adult sablefish population center is indeed
thought to be in the central GOA (Hanselman et al., 2014b), near-shore
waters extending from southeast Alaska to British Columbia are known
to be some of the most important nursery grounds for young sablefish
(Sasaki, 1985). Juvenile sablefish are found consistently at only one
site, St. John Baptist Bay (Rutecki and Varosi, 1997), located in
alongshore area 3 (Fig. 1), about 33 km north of Sitka. Our study in-
dicated that, while there was connectivity to nursery sites in alongshore
area 1–3, primarily from spawning areas to the south, the probability of

connectivity to this region is not particularly high if spawning occurs
evenly along the shelf break throughout the Gulf. This supports the
hypothesis that spawning is likely more concentrated in areas in the
southeast, or perhaps that the known settlement in St. John Baptist Bay
is dependent on selective behavioral traits of young sablefish. Given the
sensitivity of connectivity predictions to settlement depth, improved
criteria for the identification of nursery areas (including substrate type,
exposure, dominant vegetation, etc.) would be beneficial.

In our model, we used bathymetric depth to define potential nursery
areas along the continental slope. Model sensitivity analysis revealed
that changes to the settlement depth criterion had the largest impact on
multiple key model outputs. However, the model estimates for relative
connectivity between spawning and settlement sites were relatively
robust, i.e. although fewer individuals would settle in an alongshore
zone as settlement depth is reduced, the relative pattern of connectivity
remained similar. Because of the relatively coarse representation of the
GOA coastline in a 3-km model, Salisbury Sound (the location of St.
John Baptist Bay) and other, highly localized nursery areas are re-
presented by little more than a handful of grid points. As such, it is
likely that there were instances of individuals being advected close to
the entrance to the Sound, but settlement was not triggered because the
settlement depth criterion was not reached. A higher resolution coastal
model may be able to better capture fine-scale, near-shore dynamics
responsible for transporting individuals toward localized settlement
regions, i.e. up through the Sound and into water in which they can
settle. In addition to settlement depth, minimum size for transition to
the juvenile life stage with the ability to settle and depth preferences for
the different life stages were some of the most influential parameters for
determining model predictions of connectivity. Observational and la-
boratory studies that could refine these parameters would be extremely
beneficial.

In the model, a large proportion of individuals spawned in along-
shore areas 6–9 (central-western Gulf) reached the settlement life-stage
but were transported away from the shelf, toward the GOA ocean basin.
As the model had no viable habitat for triggering settlement in this
region, these individuals were considered ‘unsuccessful.’ This region
does, however, have a number of sea mounts where sablefish are known
to dominate the groundfish population (Maloney, 2004). Although
current thought is that these populations are maintained by the re-
cruitment of larger adult fish from the slope rather than local re-
production (Maloney, 2004), it is worth considering that there is po-
tential for young sablefish spawned on the continental slope to be
transported to these seamounts. Whether the surface of the seamounts
is shallow enough to trigger settlement, or if the seamounts have other,
as yet unknown, habitat criteria remain open questions.

4.6. Relating modeled connectivity to the observed distribution patterns

Doyle and Mier (2015) found sablefish eggs offshore in the western
GOA in February. However, in this region, the Alaskan Stream flows
westward with speeds averaging 50 cm s−1 (Stabeno et al., 2004). As-
suming the duration of the egg stage is eleven days (Alderdice et al.,
1988; McFarlane and Beamish, 1992), eggs observed within the Alaska
Stream could have been transported from ~ 475 km away. While it is
possible they could be carried to the western GOA in a countercurrent
from farther west, i.e. the Aleutian Islands or from farther offshore, we
believe it is most likely these individuals were spawned farther east
than where they were sampled, and were carried to the sample location
in the prevailing current. A small population of sablefish does exist in
the western GOA and Aleutian Islands, but our study indicates that
sablefish spawned in this region will probably not settle in nursery
areas in the Gulf unless some form of active migration or utilization of
fine-scale currents (i.e. localized canyon transport) absent from our 3-
km resolution model is implemented by the young individuals.

It is possible that the model domain itself could impact our under-
standing of connectivity within the Alaska sablefish population, as
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individuals advected outside of the model domain could potentially still
be part of the Alaska stock. Previous modeling studies focused on
zooplankton (Gibson et al., 2013) and pollock larvae (Parada et al.,
2016) indicate that, rather than being ‘lost’ to the North Pacific basin,
organisms in the western Alaska Stream may enter the Bering Sea via
Aleutian Island passes. Thus, it does seem possible that the age-0 sa-
blefish that exited the model domain to the west could settle in nursery
areas in the Aleutians or eastern Bering Sea. At 3–4 years old, sablefish
are known to move away from their shallow nursery areas into deeper
water, and in the GOA at least, individuals eventually undergo a
counterclockwise migration as fish age. Most adult fish return eastward
by ages 7–9 (Maloney and Sigler, 2008). Thus, individuals that exit the
GOA to the west could eventually return and contribute to the GOA
sablefish population in greater proportions than the model suggests. It
was far less probable for individuals to be advected out of the south-
eastern model domain and into Canadian waters, so presumable this
choice of boundary location has less of an influence on our overall
understanding of connectivity.

4.7. Impact of environmental conditions on year-class success

Our sablefish model does not predict the actual recruitment of age-2
sablefish to the population, but we can use our measure of ‘Total
Connectivity,’ or the probability of successfully settling in a nursery
area in the Gulf integrated across all spawning areas, as an estimate of
likely success of a year-class. ‘Total Connectivity’ was more closely
correlated to variability in the recruitment of sablefish, as determined
by the Alaska stock assessment (Hanselman et al., 2014a, 2014b), than
was the overall spatial pattern of connectivity in the Gulf, or the con-
nectivity to more localized regions containing known nursery area, i.e.
alongshore area 3, containing known nursery area St. John Baptist Bay.
This is in line with the observation that during years of high recruit-
ment, juveniles are widespread in inside waters throughout their mi-
gration range (Gao et al., 2004; Maloney and Sigler, 2008; Rutecki and
Varosi, 1997). This has been true for the 1959, 1971, 1977, 1980, 1984,
1989, 1991, 1997, and 2000 year-classes, all of which proved to be
above average in size (Echave et al., 2013; Hanselman et al., 2014b).
The relatively strong year-classes of Alaska sablefish from 1977 to 1988
were during a positive phase of the Pacific Decadal Oscillation (PDO), a
regime characterized by strong Aleutian Lows and above-average
southwesterly and westerly winds, cooling in the central Subarctic
Pacific and warming along the coast (Hermann et al., 2016; King et al.,
2001). Our modeling study covered the relatively short sixteen-year
period from 1996 to 2011, during which time the PDO oscillated from
positive to negative on a greater then decadal frequency. According to
the most recent stock assessment available (Hanselman et al., 2014b),
1997 was a relatively strong year-class, occurring during a positive
phase of the PDO, while the other strong year-class during this period
(2000) occurred during a negative phase (http://research.jisao.
washington.edu/pdo/). Our model predicted that 1997, a year with
average salinity but warmer than average temperatures, would have
much higher ‘Total Connectivity,’ and that 2000, a year when the PDO
was negative, temperatures were lower, and salinity was higher, would
have a connectivity slightly above average.

We did not find any correlation between recruitment and simple
physical environmental indices for temperature or salinity predicted by
the hydrographic model. King et al. (2000) found that above average
recruitment to the Canadian sablefish population occurred in years with
intense Aleutian Lows and more frequent southwesterly winds.
Schirripa and Colbert (2006) found a significant positive relationship
between recruitment to the U.S. West Coast sablefish population and
northward and eastward Ekman transport, which would have arisen
from easterly and southerly winds. These differences in significant wind
direction are not surprising, given the curvature of the coastline. We
undertook a preliminary analysis exploring the relationship between
wind direction in the eastern and western Gulf of Alaska and the Gulf-

wide annual sablefish recruitment (Appendix B). In the eastern Gulf
there was a significant, positive correlation between annual sablefish
recruitment and south-easterly wind in January–March and southerly
wind from January to March and May to July. In the western Gulf, we
found a positive correlation between easterly, southerly and south-
easterly wind from February to March. The correlation with south-
easterly wind continued through April. These correlations are ex-
ploratory so should be treated with caution but they do suggest that
wind-induced transport may play a role in recruitment success, which
warrants further investigation.

Sablefish recruitment success certainly relies not only on successful
transport between spawning and nursery areas (connectivity), but on
adequate food supply. Sablefish have a very fast growth rate (Sigler
et al., 2001), thought to be driven by high consumption, rather than
unusually efficient energy transfer (Sogard and Olla, 2001). Sablefish
larvae consume mostly copepods (Kendall and Matarese, 1987), and
McFarlane and Beamish (1992) concluded that year-class strength in
sablefish was related to very early larval survival, which was dependent
on copepod production for post-yolk-sac stages during upward migra-
tion to surface waters and further coincident with the upward migration
of Neocalanus nauplii (Dagg et al., 2006). Schirripa and Colbert (2006)
have suggested that environmental conditions later in the neustonic
stage may also play a role in fine-tuning survival. Coffin and Mueter
found sablefish recruitment to be positively related to July upwelling-
favorable winds during age-1 and age-2, indicating that in the years
following transport of age-0 individuals to the nursery area, upwelling
winds could have an impact on sablefish success, perhaps due to the
increase in nutrients and production this might bring (Ladd et al.,
2005). Shotwell et al. (2014) have proposed that a strong year-class of
Alaska sablefish relies upon the compounding effects of three separate
bio-physical mechanisms: 1) a successful match between the timing of
sablefish entering the outer shelf domain and the arrival of productive
North Pacific cold-pool waters; 2) increased anticyclonic eddy activity
in the mid-shelf domain and entrainment of sablefish in eddies with
productive centers; and 3) higher stratification along the coast due to
warmer sea-surface temperature and increased freshwater discharge,
resulting in an early spring bloom that supports a large zooplankton
biomass. This food-dependent mechanism was not captured directly in
the IBM as, in this first iteration, individuals had constant stage-specific
growth rates, which were not impacted by food availability. Total
connectivity and primary production in both spring and summer had
modest positive correlations with recruitment, and the lower trophic
level NPZ model predicted both 1997 and 2000 (high recruitment
years) to be years with much greater than average primary production.
This increased production could have contributed to the recruitment
success of these year-classes by supporting increased secondary pro-
duction that the young sablefish could consume.

Our model assumes that individuals that have not managed to settle
in a nursery area by December 31st will not survive. This means that
individuals ‘spawned’ earlier in the year would have a longer time to
reach a suitable area. We feel this is a reasonable assumption, as during
winter in the Gulf of Alaska there would be very little food available for
the young individuals to consume since primary producers are severely
light limited at this time (Cooney, 2006). We think it unlikely that in-
dividuals that have not settled prior to this time would thrive. We hope
that a future version of the model will be able to include explicit feeding
by sablefish on zooplankton. The relatively strong relationship between
production and recruitment indicated by our correlations suggests that
adding explicit feeding and food-dependent metabolic processes would
be a worthwhile addition to the sablefish IBM model. This would enable
us to better address the question of environmental impacts on pro-
duction fields, and how this variability aligns with sablefish metabolic
demands. Such a model enhancement would require information from
field studies regarding the impact of food availability on growth and
respiration, because, to date, there is very little information available to
support the development of such an algorithm.
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Given the interplay of the multiple factors that can affect sablefish,
it is perhaps not surprising that no single variable had a very strong
correlation with recruitment. Using ordinary linear regression models,
we demonstrate that ‘Total Connectivity,’ annual on-shelf transport in
the eastern GOA, and spring and summer primary production can to-
gether explain greater than 50% of the variability in GOA sablefish
recruitment between 1996 and 2011. Although this is less than the 70%
of the sablefish recruitment variability explained by Schirripa and
Colbert (2006) for the California Current System, De Oliveira and
Butterworth (2005) suggest that indices from modeling efforts as
measures of ‘recruitment’ can be considered useful for assessment sci-
entists and fishery managers if the index, or combination of indices, is
able to explain> 50% of the variability in past recruitment.

5. Summary and conclusion

Using a novel IBM for sablefish, we could account for ~ 20% of the
variability in sablefish recruitment predicted by the assessment model
for Alaska-wide stock. Combining IBM model estimates for settlement
success with lower trophic level estimates of primary production, we
were able to account for up to 50% of the recruitment variability. Our
major findings were that 1) modeling showed that young sablefish
settling in nursery areas in the GOA were most likely spawned in the
eastern Gulf; 2) sablefish spawning in the western Gulf are unlikely to
settle in the GOA and are more likely to be advected farther west,
perhaps to settle in the Aleutian islands or Bering Sea (to contribute to
the Alaska population, they would have to undergo an active return
migration as they mature); 3) “Total Connectivity” between all
spawning sites and nursery areas was more strongly correlated to es-
timates of age-2 recruitment from the stock assessment model for the
Alaska-wide stock than the strength of connections to or from specific
regions; and 4) transport to St. John Baptist Bay, a known nursery area,
was not the most probable end point for sablefish, if spawning was
assumed homogeneous along the continental slope. These latter find-
ings suggest that young individuals arrive at this persistent nursery area
due to highly localized spawning, small-scale currents missing in the
regional GOA model, or directional movement behavior in young fish.

It is also important to be cognizant of the relatively short time series
used in the study (sixteen years), which nevertheless was the longest
available time series for output from the computational expensive 3-km
model. Extending our analysis to include multiple decades and multiple
phases of the PDO would add robustness to our conclusions. The fact
that no single corollary from our bio-physical model analysis had a very
strong relationship to sablefish recruitment contributes to the conclu-
sion that recruitment variability arises due to complex interactions
between the environment and the biology of the individual.
Temperature- and food-dependent growth rates not presently captured
in the IBM may be important missing factors, as could other environ-
mental pressures (such as predation or competition), to which in-
dividuals could be subjected following settlement in a nursery area, but
prior to reaching the age at recruitment. Improved criteria for nursery
area selection were also identified as a model enhancement that could
improve estimates of year-class success.

Our analysis has enabled us to develop a conceptual figure for sa-
blefish transport onto the GOA shelf to shallow nursery areas (Fig. 13).
Though the timing and extent for this transport shows significant inter-
annual variability, the location of likely source areas and the compara-
tive strength of the connectivity between spawning and nursery sites
appear to be relatively consistent year-to-year. It is important to note that
this illustration of the most likely connections assumes that sablefish
spawning throughout the Gulf is homogeneous. Future iterations of the
sablefish IBM would greatly benefit from collaboration with sablefish
stock assessment scientists, in order to better refine likely spawning and
nursery areas. Such refinements should increase the model's skill for
predicting likely sablefish ‘settlement’ success. In addition, development
of a GOA-specific recruitment index in the stock assessment model, or

expansion of the IBM domain to the entire Alaska stock region, would
improve the internal consistency of comparisons between recruitment
indices from the stock assessment model and settlement indices from the
IBM. An enhanced IBM that could skillfully predict age-2 recruitment
from settlement of age-0 sablefish would likely be very informative to
sablefish stock assessment and management.
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Appendix A

See Table A1.

Appendix B

See Table B1.

Table A1
Area size of each of the twelve alongshore regions and number of individuals initialized, as eggs, in each alongshore zone each of the five release dates
and years. A total of 127,380 individuals were released annually for each of the sixteen years simulated (1996–2011). See Fig. 1 for the location of the
alongshore zones.

Alongshore zone Spawning area (km) No. released each day No. released annually

1 4529.467 2178 10,890
2 3829.617 1903 9515
3 4748.704 2343 11,715
4 1659.536 935 4675
5 4419.359 2068 10,340
6 4800.211 2365 11,825
7 6403.777 2893 14,465
8 4798.35 2057 10,285
9 3287.143 1716 8580
10 6639.09 2937 14,685
11 4946.014 2189 10,945
12 4081.622 1892 9460

Table B1
Pearson's linear correlation coefficient as a measure of the degree of linear dependence between indices that quantify wind direction over the eastern
(134–147°W) and western Gulf (147–160°W) Gulf of Alaska (between 54°N and 60°N) as predicted by the Climate Forecast System Reanalysis model
(CFSR, Saha et al., 2014) and standardized sablefish recruitment. Note that the recruitment time series used for correlation with the wind indices was
shifted back by two years, such that recruitment estimates correspond to age-0 individuals. See Section 2 for calculations of indices. Correlations are
rounded to two decimal places. Associated p-values are also reported; correlations with a p-value< 0.1 are indicated with an asterisk.

Eastern Gulf Western Gulf

Predictor r p r p

Easterly wind indices
January–February 0.29 0.28 0.28 0.30
February–March 0.31 0.25 0.45 *0.08
March–April − 0.11 0.68 < 0.01 0.99
April–May − 0.07 0.79 − 0.06 0.81
May–July 0.19 0.49 0.12 0.66
Southerly wind indices
January–February 0.66 *< 0.01 0.13 0.63
February–March 0.53 *0.03 0.46 *0.07
March–April 0.23 0.39 0.26 0.34
April–May 0.12 0.65 − 0.06 0.81
May–July 0.44 *0.09 − 0.22 0.41

South easterly wind indices
January–February 0.48 *0.06 0.32 0.22
February–March 0.44 *0.09 0.62 *0.01
March–April 0.15 0.59 0.44 *0.08
April–May < 0.01 0.99 − 0.02 0.95
May–July 0.25 0.36 − 0.17 0.54
South westerly wind indices
January–February 0.02 0.94 − 0.23 0.39
February–March 0.25 0.34 − 0.05 0.85
March–April 0.23 0.38 − 0.10 0.70
April–May 0.20 0.46 − 0.08 0.76
May–July 0.23 0.39 − 0.12 0.65
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