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Where to begin?

➢

➢

➢ hypothetical
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CH=H N=H

O=H C=H

Different ages have 

different absorbance 

profiles
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InterferometerNIR source
detector

Interferometer

Fourier transform near infrared spectrometer



Unknown

Samples

Measured by FT-NIR

Age compositions for assessments

Model 
uploaded to 
instrument

Samples

Analyzed by Primary     

Reference  Method

Measured by FT-NIR Spectral Data

Reference Values (ages)

Deep machine 
learning 

Train & 
test Model 
(PLSr)



Rapid age estimation of longnose skate (Raja rhina) vertebrae 
using near infrared spectroscopy



Operational framework 
AGPS

RACE, FMA, 

special collections

(10% -20% double read

subsample)

FT-NIRS ageing

approach

FT-NIR otolith

scanning

Evaluate model   

performance 

Edit, QC,

reporting

Stock Assessment

• In-scan check (model based) 

• Operator level check 

• Manager level check (PLSr)

Microscopic ageing

Maintaining 

consistency in 

Reference age 

data

bad

Maintaining 

consistency in 

spectral data

• Database manager 

• Operator 

• Manager

• Analyst

Key personnel:

good
QC tools

Update model

re-calibrate

Model 

validation

• Instrument (operating 

environment) 

• Sample domain shift

• Unobserved variability

New ages + 

spectra Reasons to update

QC tools

QC tools

QC tools

▪ Unscannable

▪ Double reads

N = 1500 - 2000



Pretend it is August of 2018. 

• Using otoliths from past EBS 2014-2018 

surveys build a predictive CNN model.

• Predict ages for 2019 & 2021 using FT-NIRS 

(2014 – 2018) model



EBS walleye pollock (2014-2018) 
Age data

20182017

2016
2015

2014

>10kg/HaR2 = 0.889 
RMSE = 0.998

n = 2,133



EBS walleye pollock base model (2014-2018)
Otolith spectra

• n = 8,617
• Onion algorithm to split 

train & test (applied to 
each year)

Pre-processing: 1st derivative
Savitsky-golay smoothing

Raw spectra



Convolutional Neural Network

Deep learning networks will have 
multiple kernels and will produce 

multiple output arrays. 

Convolutional layer consists of a kernel 
that slides along our data and applies its 

weights to the data values.

Neurons are core processing units of 
the network.

Dense layers of neural network is made 
up of layers of neurons.

We used Rectified linear unit (RELU) 
functions which outputs the input 

directly if it is positive, for negative 
input outputs zero. 

To implement our models we 
employed Python using TensorFlow 

with Keras API and hyperband 
optimization (HB) for hyperparameter 

tuning. 

Non-linear activation functions 
introduce non-linear properties into 

network. 

Learning epoch



Predictive results from CNN

Walleye pollock 
(Gadus chalcogrammus)

R2 = 0.92 RMSEp= 
0.91 years



Evaluation of future predictions (model 
performance)

Posterior predictive interval 
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PART I: Collection of pollock otolith NIR spectra (Still in 

2019, but jump to the future to 2021) 



FT-NIR otolith

scanning
QC tools

Consistency in otolith spectra

Include time-flow stats to monitor 

utilization and efficiency:

➢ 10 operators

➢ 1.66 – 2.43 hrs/session

➢ 30 – 50 scans/person/hour (as 

high as 67 scans/hour)
Higher efficiency may be realized

(w/o weighing otoliths)
Future scan sessions – standardized at 

~ 2 boxes (200+ otos)



Part 1: Extremes & Outliers 
PCA by scan session

→ Extreme: determine cause (small 
otolith, broken, etc.)
Significance level = 0.05

→ Outliers: rescan or age 
traditionally. 
Significance level = 0.01

Part 2:  Unusual spectra 
New scans vs. past scans 
• PCAs with all data
• 99% data ellipse by length quartile 

→ outliers & specimens that expand data domain

QA/QC standardized reports  
ex. 2019 survey walleye Pollock Session NIR_162201901201A



PART II: Processing 2019 & 2021 age data 

(only ageing 20% of entire collection)



Consistency in Reference 

age data (assumes 20% 

double reads)

QC tools

2019



Consistency in Reference 

age data (assumes 20% 

double reads)

QC tools

2021



QC tools



Predicting 2019 & 2021 (ages, spectra & 

metadata)

2014-2018 CNN 

base model





Assessing CNN model performance of future predictions

2019

Traditional age (years)
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2021

Traditional age (years)
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2021 Predictions

Prob (2.5%< p > 97.5%) = 0.042

Prob (2.5%< p > 97.5%) = 0.049



Age (years)
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Age data products for stock assessments



Talking points?
➢

➢

➢

➢

➢



The Future:

➢ Continue to investigate ageing error and bias effects on models (enhance predictive 
models to accommodate “known” age fish)

➢ Improve database interface and architecture (employ time-flow statistics for cost-
benefit analysis)

➢ Broaden simulation framework to accommodate larger range of species & life histories

➢ Leverage cloud computing and machine learning (take advantage of other data types)

➢ Develop predictive model tool box (R, ADMB, OPUS, Python) - standardization

➢ Better define staff needs and skill sets required for future operationalization

➢ Think more about operational transition and technological deployment (where possible)

➢ Communicate to stake holders

Questions?
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2020 2021 2022 2023

Application 

Development

Application

Implementation

Stock Assessment 

Integration

•Instrument optimization (AFSC, Jan-Mar 2019) for otoliths

•FT-NIRS Workshop (April 2019; SI planning over 5 years)

•Otolith spectra acquisition (3 species per region x 5-year time depth)

•Predictive model development (calibration/validation) 

•Process control, quality control, fault 

detection

•Standards, best practices (simulation)

•AI/Deep machine learning

•Build scientific basis of tech. (publish)  

•Evaluation of assessment model outputs to FT-NIRS 

data 

•Provide FT-NIRS precision & reliability metrics

2025

Panama City 

Beaufort Lab

La Jolla Lab

Santa Cruz Lab

AFSC

NEFSC

SEFSC

NWFSC

SWFSC

2026

Discovery 

switchback

Discovery 

switchback

•Integrating technology into current production setting 

(species-specific)

Deployment of 

technology



n = 8,700

Pacific cod otolith (transverse section)

Age reading precision

FT-NIRS ageing precision
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